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INTRODUCTION

Researchisthe search for knowledge or asystematic investigation in order to establish
facts. The basic aim of research isto discover, interpret and develop methods and
systemsto advance human knowledge on diverse scientific matters. M ethodol ogy of
research refersto the way research can be conducted. It isalso known asthe process
of collecting data for various research projects. Research methodology is, thus, the
science of studying how researchisconducted scientifically. It hel psto understand both
the productsaswell asthe process of scientific enquiry. A research processinvolves
selection and formul ation of aresearch problem, research design, sample strategy or
sampledesign, aswell astheinterpretation and preparation of research report. Research
can be undertaken in the form of descriptive/survey research, applied or fundamental
research, quantitative or qualitative research, conceptual or empirical research, and also
some other types of specific research.

One can a so defineresearch asascientific and systemati c pursuit of information
onagspecifictopic. Scientifically, research can aso betermed asscientific investigation.
Thus, research and scientific enquiry can be considered synonymous. Consequently,
research isamore specialized form of scientific enquiry whichinturnistheresult of
gathering of data, information and facts for the specific purpose. There are several
typesof research designsdepending on thetype of research study being conducted. The
quality of agood research design dependson the extent of itsflexibility, efficiency and
economy.

A few important factorsin research methodol ogy includethevaidity and reliability
of research dataand thelevel of ethics. A jobisconsidered half doneif thedataanalysis
isconducted properly. Formulation of appropriate research questions and sampling
probable or non-probablefactorsarefollowed by measurement using survey and scaling
techniques. A research design isasystematic plan for collecting and utilizing dataso that
the desired information can be obtained with sufficient accuracy. Therefore, research
design isthe means of obtaining reliable, authentic and generalized data. Research
methodology is a very important function in today’s business environment. There are
many new trendsin research methodol ogy through which an organi zation can function
inthisdynamic environment.

Thisbook, Research Methodol ogy, has been designed keeping in mind the self-
instructional mode or SIM format, wherein each unit begins with an *Introduction’ to the
topic and is followed by an outline of the “‘Unit Objectives’. The detailed content is then
presented in a simple and structured from, interspersed with *Check Your Progress’
questions to test the student’s understanding. A *Summary’ of the content, along with a
list of ‘Key Terms’ and a set of “Questions and Exercises’ is provided at the end of each
unit for effective recapitul ation. Relevant exampl es/illustrationshave been included for
better understanding of thetopics.

Introduction
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UNIT 1 MEANING AND CONCEPTS OF
RESEARCH METHODOLOGY

Sructure

1.0 Introduction
1.1 Unit Objectives
1.2 Research: Meaning, Objectivesand Significance
121 Principlesof Research
122 Objectives of Research
123 Research: Significance and Approach
124 Methods versus Methodology
125 Applications of Research in Business Decisions
1.3 Research Process
131 Steps of Research Process
132 Criteriaof Good Research
133 Problems Encountered by Researchersin India
134 Qualitative Methods
135 Different Types of Interviewsfor Qualitative Research
136 Process of Documentation of Qualitative Research
1.4 Types of Research
14.1 Descriptive versus Analytical Research
14.2 Basic Research versus Applied Research
14.3 Quantitative versus Qualitative Research
14.4 Conceptual versus Empirical Research
145 Some Other Types of Research
146 Social Research
1.5 Research Methodsin Social Sciences
1.6 Roleof Social Research
1.7 Similarities and Differences between Socia Science Research
and Business Research
1.8 Summary
19 Key Terms
1.10 Answers to ‘Check Your Progress’
1.11 Questions and Exercises
1.12 Further Reading

1.0 INTRODUCTION

Inthisunit, youwill learn about the s gnificant featuresof research methodol ogy. Research,
inthe layman’s terms, means the search for knowledge. Scientific research is a systematic
and objectiveway of seeking answersto certain questionsthat requireinquiry andinsight
or that have been raised on aparticular topic. The purpose of research, therefore, isto
discover and devel op an organized body of knowledgein any discipline. Researchisa
journey of discovery. Itisasol ution-oriented inquiry that must be objectiveand repeatabl e.
It should inspireand guidefurther studiesand should foster applications. Research will
provide practical benefitsif it can provide advanced understanding of adisciplineor
suggest waysto handle some situationsthat we confront.

Scientific research involves controlled observations, analysis of empirical data
and interpretation of findings. Thiscan further lead to the devel opment of concepts,

Meaning and Concepts of
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generalizations, etc., on the basis of which theories could be formulated. Such an
investigation could helpin determining cause and effect rel ationship. Theultimateam of
socia scienceresearchisthe control and prediction of behaviour.

Thisunit will giveyouthemeaning of research and the definition of socia research.
It will familiarize you with the possible types of research orientation, significance of
research and al so explain the research process.

1.1 UNIT OBJECTIVES

After going through thisunit, you should beableto:
- Explain themeaning, objectivesand significance of research
- Definewhat social researchis
- Understand the objectives and types of research
- Interpret the significance of research
- Discussthedistinction between research methods and methodol ogy
- Evaluate the research processes
- Discussthe significance of research methodsin social science
- Explaintheobjectivesof scientificinquiry
- Describethevarioustypesof research planning
- Discusstheroleof social research
- Explainthe significance of social scienceresearch and businessresearch

1.2 RESEARCH: MEANING, OBJECTIVESAND
SIGNIFICANCE

Research in common parlance refersto search for knowledge. One can also define
research asascientific and systematic search for pertinent information on aspecific
topic. Infact, researchisan art of scientific investigation. According to the Advanced
Learner’s Dictionary of Current English, ‘Research is a careful investigation or
enquiry, especially a thorough search for new facts in any branch of knowledge.’
Redman and Mory (1923) defined research as a ‘Systematized effort to gain new
knowledge.” Some people consider research as a voyage of discovery that involves
movement from theknown to the unknown.

Researchinatechnical senseisan academic activity. Clifford Woody defined research
as ‘An activity that comprises defining and redefining problems, formulating a
hypothesis; collecting, organizing and evaluating data; making deductions and
reaching conclusions; and carefully testing the conclusions to determine if they
support the formulated hypothesis.” D. Slesinger and M. Stephenson, in the
Encyclopaedia of Social Sciences, defined research as “The manipulation of things,
concepts or symbols for the purpose of generalizing, extending, correcting or
verifying the knowl edge, whether that knowledge aids in the construction of theory
or inthepractice of an art.” Research is thus an original contribution to the existing
stock of knowledge making for itsadvancement.

1.2.1 Principles of Research

Thebasic principles of research include asystematic processto identify aquestion or
problem, set forth aplan of action to answer the question or resolve the problem, and



meticuloudy collect and analyse data. In conducting any researchit iscrucial to choose Meaning and Concepts of
theright method and design for aspecific researchable problem. All researchisdifferent. Research Methodol ogy
However, thefollowing factorsare common to all good piecesof research:
Itisbased on empirical data.
Itinvolves precise observationsand measurements. NOTES
Itisaimed at devel oping theories, principlesand generalizations.
Thereare systematic, logical proceduresinvolved.
Itisreplicable.
Thefindingsof the research need to be reported.

1.2.2 Objectives of Research

The objective of any researchisto find answersto questionsthrough the application of
scientific procedures. Themainaim of any researchisexploring the hidden or undiscovered
truth. Even though each research study hasa specific objective, the research objectives
ingeneral can be categorized into thefollowing broad categories:

- Exploratory or Formulative Resear ch Studies: Theseareaimed at gaining
familiarity with aparticular phenomenon or a gaining new insghtsintoit.

- Descriptive Resear ch Studies: Theseareaimed at accurately portraying the
characteristics of aparticular event, phenomenon, individual or situation.

- Diagnostic Resear ch Studies: These studiestry to determine the frequency
with which something occurs.

- Hypothesis Testing Resear ch Studies: These studies test a hypothesis and
determineacausal relationship between the variables.

1.2.3 Resear ch: Significance and Approach

Researchinvolvesdeve opingascientifictemperament andlogicd thinking. Thesignificance
of research-based answerscan never beunderestimated. Theroleof researchisspecially
important in thefieldsof Economics, Business, Governance, etc. Hereresearch helpsin
finding solutionsto problemsencounteredinreal life. Decision-making isfacilitated by
applied research. Researchisa so of specia significancein the operational and planning
processes of businessand industry. Herelogica and analytical techniquesare applied to
bus ness problemsto maximize profitsand minimizecosts Motivationa researchisancther
key tool in understanding consumer behaviour and health related i ssues. Responsible
citizenship concernscan dl beaddressed through good research findings. Socid relaionships
involvingissueslikeattitudes, interpersonal hel ping behaviour, etc.; and environmental

concernslikecrowding, crime, fatigue, productivity and other practical issuesaredll capable
of being addressed well by scientific research.

Social scienceresearch isextremely significant intermsof providing practical
guidancein solving human problemsof immediate nature.

Researchisalsoimportant asacareer for thosein thefield of academics. It could
be acareer option for professional swho wishto undertake research to gain new insights
and ideageneration. Research al so fosters creative thinking, and new theorizations.

Approaches to Research

Quantitative approach and qualitative approach arethe two bas ¢ approachesto research.
Thesetwo paradigmsare based on two different and competing ways of understanding
theworld. These competing ways of comprehending theworld arereflected in theway
theresearch dataiscollected (for example, wordsversus numbers), and the perspective
of the researcher (perspective versus objective). The perspectives of the participants
arevery critical.

Self-Instructional Material 5
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(i) Quantitative Approach: If there has been one overwhel ming consensusamong

academic psychologistson asingle point over the past few decades, it isthat the
best empirical researchinthefieldisfirmly grounded in quantitative methods. In
thisapproach, dataisgenerated in quantitativeform, and then that datais subjected
to rigorous quantitative analysis in a rigid and formal fashion. Inferential,
experimental and s mulation approachesarethe sub-classificationsof quantitative
approach. Inferential approach to research focuses on survey research where
databasesare built by studying samples of population and then these databases
areused toinfer characteristicsor rel ationshipsin populations. In experimental
approach, greater control isexercised over the research environment and often,
someindependent variablesare controlled or manipul ated to record their effects
on dependent variables. In simulation approach, an artificial environment is
constructed within which rel evant dataand information isgenerated. Thisway,
the dynamic behaviours of asystem are observed under controlled conditions.

(i) Qualitative Approach: Thisapproach toresearchisconcerned with subjective

assessment of attitudes, opinionsand behaviour. Research in such asituationisa
function of researcher’s insight and impressions. Such an approach to research
generatesresultseither in non-quantitative form or in the formswhich are not
subj ected to rigorous quantitative analyss.

Table 1.1 providesuswith types of research, methods empl oyed and techniques

used by these types of research.
Table 1.1 Types of Research
Type Methods Techniques
1. | Library (i) Andysisof higorica | Recording of notes, content anaysis
Research records tape and film listening and
(i) Andysisof manipul ations, reference and abstract
documents quides, content andysis
2. | Fied (i)  Non-participant direct | Observational behaviourd scaes, use
Research observation of score cards, ec.
(i) Particpant Interactiond recording, possible use
observation of taperecorders, photographic
techniques.
Recording mass behaviour, interview
(i) Massobservation using independent observers in public
places
Identification of social and economic
(iv) Mail questionnaire background of regpondents
Use of attitude scades projective
(v)  Opinionnaire techniques, use of goniometric scaes.
Interviewer uses adetaled schedule
(vi) Persond interview with open and closed questions.
Interviewer focuses attention upon a
(vii) Focusedinterview gven experience and its eff ects.
) ) Smdl groups of respondents are
(viit) Group interview interviewed simultaneously.
Used as a survey technique for
(ix) Tdephore survey information and for discerning
opinion; may aso beused asfollowup
questionnaire.
_ Cross-sectiond collection of datafor
(x) Casedudy and life intersive analyds, longitudinal
history collection of data of intensive
character.
3. | Laboratory | Smal group study of Use of audio-visual recording devices,
Research random behaviour, play and | use of observers, etc.
role andysis




1.2.4 Methods versus M ethodology

Resear ch M ethods: They refer to all the methods the researchers use while studying
theresearch problemsand while conducting research operations. Ingeneral, theresearch
methods can be categorized into the following three groups.

(i) Thefirst groupincludesthe methodsthat are concerned with thedatacollection.

(i) Thesecond includesthe statistical techniquesneeded for mapping rel ationships
between the unknownsand the data.

(i) Thethird group contai nsthe methods necessary to eval uate the accuracy of the
resultsobtained.

Resear ch M ethodology: It isthe procedure that hel psto systematically proceed in
steps to solve aresearch problem. Research methodology is abroader concept that
includes not only the research methods; but a so thelogi ¢ behind the research methods
inthecontext of aparticular research study; and it explainsthe reasonsfor using particular
research methods and statistical techniques. Research methodol ogy al so defineshow
the datashould be eval uated to get the appropriate results.

1.2.5 Applications of Research in Business Decisions

Theroleand significance of researchin aiding businessdecisionisvery significant. The
question onemight ask hereisabout the critical importance of researchin different areas
of management. Isit most relevant in marketing? Do financia and production decisions
really need research ass stance? Doesthe method or process of research changewiththe
functional area? Figure 1.1 explainsthe compl ete research process.

The answer to all the above questions is NO. Business managers in each field—
whether human resources or production, marketing or finance—are constantly being
confronted by problem situationsthat require effective and actionabl e decision making.
Most of these decisionsrequire additional information or information eva uation, which
can be best addressed by research. While the nature of the decision problem might be
singularly unique to the manager, organization and situation, broadly for the sake of
understanding, it ispossible to categori ze them under different heads.

Marketing Function

Thisisoneareaof businesswhereresearchisthelifelineandiscarried out on avast
array of topicsand isconducted both in-house by the organization itself and outsourced
to external agencies. Broader industry- or product-category-specific studiesare also
carried out by market research agencies and sold as reportsfor assisting in business
decisons. Studieslikethese could be:

- Market potential analysis, market segmentation analysisand demand estimation.

- Market structure analysiswhich includes market size, playersand market share
of thekey players.

- Salesand retail audits of product categories by players and regionsaswell as
national sales; consumer and business trend analysis—sometimes including short-
andlong-term forecasting.

Meaning and Concepts of
Resear ch Methodology
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Management Dilemma
Basic vs Applied

Defining the Research Problem

Formulating the Research Hypothesis

Developing the Research Proposal

The Research Framework
Research Design

Data Collection Plan Sampling Plan

Instrument Design

Pilot Testing

I<I<I

Data Collection

Data Refining and Preparation

Data Analysis and Interpretation

Research Reporting

Management/Research Decision

Fig. 1.1 The Process of Research

However, it is to be understood that the above mentioned areas need not always
be outsourced; sometimes they might be handled by a dedicated research or new product
development department in the organizations. Other than these, an organization also
carries out researches related to all four Ps of marketing, such as:

¢ Product Research: This would include new product research; product testing
and development; product differentiation and positioning; testing and evaluating



new products and packaging research; brand research—including equity to
tracksand imaging studies.

Pricing Resear ch: Thisincludes price determination research; evaluating
customer value; competitor pricing strategies, alternative pricing modelsand
implications.

Promotional Research: Thisincludes everything from designing of the
communication mix to design of advertisements, copy testing, measuringthe
impact of alternative media vehicles, impact of competitors’ strategy.

Place Resear ch: Thisincludeslocational analysis, design and planning of
distribution channels and measuring the effectiveness of the distribution
network.

These days, with the onset of increased competition and the need to convert
customersinto committed customers, Customer Relationship Management (CRM),
customer satisfaction, loyalty studies and lead user analysis are also areasin which
significant researchisbeing carried out.

Personnel and Human Resour ce M anagement

Human Resources (HR) and organi zational behaviour isan areawhichinvolvesbasic or
fundamental research asalot of academic, macro level research may be adapted and
implemented by organizationsinto their policiesand programmes. Applied HR research
by contrast is more predictive and solution oriented. Though there are a number of
academic and organizational areas in which research is conducted, yet some key
contemporary areaswhich seem to attract moreresearch areasfollows:

- Performance M anagement: Thisincludesleadership analysisdevel opment and
eva uation; organizationa climateand work environment sudies, talent and aptitude
analysisand management; organizational changeimplementation, management
and effectivenessanalysis.

- Employee Selection and Staffing: Thisincludes preand on-the-job employee
assessment and analysis; staffing studies.

- Organizational Planning and Development: This includes culture
assessment—either organization specific or the study of individual and merged
cultureandys sfor mergersand acquiSitions, manpower planning and devel opment.

- Incentive and Benefit Studies. Theseinclude job analysisand performance
appraisal studies; recognition and reward studies, hierarchical compensation
anays's, employee benefitsand reward analysis, both withinthe organi zation and
industry best practices.

- Trainingand Development: Theseincludetraining need gap analysis, training
devel opment modul es; monitoring and assessing impact and effectiveness of
training.

- Other Areas: Other areasincludeemployeerédationship analysis, labour studies;

negotiation and wage settlement studies; absenteeism and accident analysis,
turnover and attrition studiesand work-lifebalanceanalyss.

Critical successfactor analysis and employer branding are some emerging areasin
which HR researchisbeing carried out. Thefirst isaparticipativeform of management
technique, developed by Rockart (1981) in which the employees of an organization
identify their critical successfactorsand helpincustomizing and incorporatingthemin
developing the mission and vision of their organization. Theideaisthat asynchronized

Meaning and Concepts of
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objectivewill benefit both theindividua and the organization, and whichwill leadto a
commitment and ownership on the part of the employees. Employer branding isanother
areawhichisbeing actively investigated asthe customer perception (inthiscaseitisthe
internal customer, i.e., theempl oyee) about the employer or the employing organization
hasastrong and direct impact on hisintentionsto stay or leave. Thus, thisisasubjective
qualitative construct which can have hazardous effect on organi zational effectiveness
and efficiency.

Financial and Accounting Research

Theareaof financial and accounting researchisso vast that it isdifficult to providea
pen sketch of theresearch areas. Inthissection, weare providing just abrief overview
of someresearchtopics:

- Asset Pricing, Cor porate Financeand Capital Markets: Thefocushereis
on stock market responseto corporate actions (IPOsor Initial Public Offerings,
takeovers and mergers), financial reporting (earnings and firm specific
announcements) and theimpact of factorson returns, e.g., liquidity and volume.

- Financial Derivativesand Interest Rate and Credit Risk M odeling: This
includesanalysnginterest rate derivatives, development and validation of corporate
credit rating model s and associ ated derivatives,; analysing corporate decision-
making and investment risk appraisal.

- Market Based Accounting Research: This includes analysis of corporate
financid reporting behaviour; accounting-based val uations; eval uation and usage
of accountinginformation by investorsand eval uation of management compensation
schemes.

- Auditing and Accountability: Thisincludes both private and public sector
accounting studies, analysis of audit regulations; analysis of different audit
methodol ogies, governance and accountability of audit committees.

- Financial Econometrics: Thisincludesmodelling and forecastingin vol tility,
risk estimation and analysis.

- Other Areas: Other related areasof investigation arein merchant banking and
insurance sector and business policy and economicsareas.

Considering the nature of the decision required in thisarea, the research isamix of
historica and empirical research. Behavioural financeisanew and contemporary area
inwhich, probably, for thefirst time subjective and perceptual variablesare being studied
for their predictive valuein determining consumer sentiments.

Production and Operation Management

Thisareaof management isonein which quantifiableimplementation of theresearch
results takes on huge cost and process implications. Research in thisareais highly
focused and problem specific. The decision areasin which research studiesare carried
out areasfollows:

- Operation planning which includes product/service design and devel opment;
resourceall ocation and capacity planning.

- Demand forecasting and decision analysis.

- Process planning whichincludes production scheduling and materia requirement
management; work design planning and monitoring.



- Project management and mai ntenance management studies.
- Logisticsand supply chain, and inventory management analys's.
- Quality estimation and assurance studieswhichinclude Total Quality Management

(TQM) and quality certification analysis.

Thisareaof management a so invitesacademic research which might be macro
and general but hel psin devel oping technologies, suchasJI T (Just-In-Time) technol ogy
and EOQ (Economy Order Quantity)—an inventory management model which are then
adapted by organizationsfor optimizing operations.

Cross-Functional Research

Business management being an integrated amal gamation of all these and other areas
sometimesrequiresaunified thought and approach to research. These studiesrequire
an open orientation where expertsfrom across the disciplines contribute to and gain
from the study. For example, an area, such as new product devel opment requiresthe
commitment of the marketing, production and consumer insightsteam to exploit new
opportunities. Other areasrequiring crossfunctional effortsare:

- Corporate governance and ethics—the role of social values and ethics and their
integration into a company’s working is an area that is of critical significance to
any organization.

- Technical support systems, enterprise resource planning systems, knowledge
management, and datamining and warehousing areintegrated areasrequiring
research on managing coordinated effortsacrossdivisions.

- Ecologica and environmenta analysis, legal analysisof managerid actions, human
rightsand discrimination studies.

1.3 RESEARCH PROCESS

Research process includes steps or a series of actionsand logical sequence of those
stepsto carry out research effectively. The various stepsin aresearch process are not
mutually separate, exclusive or discrete, but they at the same time need not always
follow each other. The researcher, at each step, anticipates subsequent steps and the
requirements.

1.3.1 Steps of Research Process

Thetentative order of the stepsand the procedural guidelines of the research process
areasgiven below:

(i) Formulatingthe Research Problem: At the very beginning of research, the
researcher must clearly definetheresearch problem, i.e,, theareaof interest, the
matter to beinquiredinto, etc. Theproblem, before being solved, isinitially stated
inabroader perspective and then the researcher arrivesat the specific question
by gradually reducing theambiguities, if any. Then, immediately after formulating
the problem, the feasibility of different solutionsisstudied before choosing the
right solution.

(i) ExtensiveLiterature Survey: After formulating theresearch problem, abrief
summary of it should be prepared—this is an essential step. While writing a
Ph.D. thesistheresearcher hasto prepare asynopsisof thetopic and submititto
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the appropriate committee or research board for approval. Synopsis preparation
needs extensive survey of theliterature connected with the problem.

(iii) Development of a Working Hypothesis: After surveying the literature, the
researcher should clearly state the working hypothesis, which is a tentative
assumption made beforetestingit inlogical or empirical sequences. Hypothesis
must be as specific as possible and should be limited to the intended research.
Thishelpsto choose theright process.

(iv) Preparing the Research Design: The next step, after clearly defining the
research problem, ispreparing the suitable research design. Theresearch design
includesthe conceptual framework withinwhich research would be carried out.
A good and planned research design helpsto carry out the study in an efficient
manner saving timeand resources. It hel psto gather the most useful information
and assistsin arriving at the accurate results. Simply put, agood research design
facilitatesthe collection of relevant evidence with minimal expenditure of money,
effort, time and other resources.

(v) Determining SampleDesign: A universeor populationincludesall theitems
under inquiry. If al theitemsin thepopulation areinquired then suchaninquiry is
called censusinquiry. In acensus survey, al theitems are covered and so the
highest accuracy isobtained. But thismay not be practicablein surveysinvolving
abig population. Census surveysneed huge amounts of time, money and energy.
Hence, quite oftenitiswiseto select only afew itemsfrom the universefor sudy
purposes. Technically, such asmall and convenient number of itemsselected, is
called asample. Specified plan of the size and method of collecting thesampleis
technically known assampledesign.

(vi) Collectingthe Data: In most cases, the dataat hand isinsufficient and thereis
awaysaneed of fresh data. Therearedifferent waysof collecting theappropriate
datawhich differ considerably intermsof relevance, expenditure, timeand other
resources. Therefore, the researcher must select the most appropriate method of
collecting the data after considering objective of the research, the nature of
investigation, time and financial resourcesavailable, scope of theinquiry and the
desired degree of accuracy.

(vii) Execution of the Project: Thisis an important step in the research process
becauseif the execution proceeds on the correct lines, the collected datawoul d
be dependabl e, adequate and accurate. Therefore, systematic and timely execution
of aproject playsacrucial rolein ensuring theright resultsat the end.

(viii) Analysisof Data: After collecting the data, the next step isanalysing the data.
Thedataanayssincludesanumber of closely-rel ated operationslike specifying
different categoriesof data, differentiating and tabul ating the datainto different
categories, applying the sati stical techniquesand formul ae to the data, doing the
right cal culations and then drawing statistical inferences. Varioustests, such as
Chi-sguaretedt, t-test, F-test, etc., help in dataanalysis.

(ix) Hypothesis Testing: After analysing the data, the researcher should test the
working hypothesi sagainst the statistical inferencesobtained after analysingthe
data. The question that should be answered now is: Do the findings support the
working hypothesisor do they contradict?

(x) Generalizations and Interpretation: If a hypothesis is tested and upheld
sufficient number of times, the researcher can arrive at ageneralization. The
degree of success of aresearch is calculated on the basis of how much the
arrived generalizationsare closeto the acceptability. If the researcher startswith



no hypothesis, the researcher will interpret his findings on the basis of some
existing theory and thisisknown asinter pr etation. The processof interpretation
often triggersnew questionswhich lead to further researches.

(xi) Preparation of theReport or theThesis: Finaly, theresearcher hasto prepare
the report of what has been studied. Report must be written with great care
keeping thefollowing layout inmind:

(8 ThePreliminary Pages. These pages of the report should contain the
title, the date, acknowledgments, foreword, table of contents, list of tables,
list of graphsand charts(if any).

(b) TheMain Text: The main text of the report should have introduction,
summary of findings, main report, conclusion and suggestionsfor future
research.

(c) The Closure: At the end of the report, appendices should be listed in
respect of all technical data, followed by bibliography. Index termsshould
asobegiven specialy inapublished research report. All references should
be cited as per the research writing formats.

)
hd ()
| e | © |
1| Review concepts |« .
oo s >
research andtheories T rl:ormﬁlate || (including [ Cé’”ea data (Test hypotheses Inéerpre(
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Where @ = Feed Back (Helpsin controlling the sub-system
to which it is transmitted)
@ = Feed Forward (Servesthe vital function of
providing criteria for evaluation)

Fig. 1.2 Research Process

InFigure 1.2, theflow chart indicatesthe sequential stepsto befollowed inthe
research process. One must start with defining theresearch problem aong with reviewing
therelevant literature in the field to become familiar with the concepts and theories
relevant totheissueto beinvestigated. The next step isthe formulation of the hypothesis,
whichisfollowed by the research design and sample selection. Then the collection of
data and its analysisis to be attempted. After that the interpretation and the report
writing stages compl ete the research report. These haveto bewritten step by step and
then edited and refined several timesbefore preparing thefinal report.

1.3.2 Criteria of Good Research

Whatever be the type of research one undertakes, certain common criteria of good
scientific methods have to be followed. A good research followslogical methods, is
systematic, and structured in accordance with well defined setsof rulesand practicesto
enabletheresearcher in arriving at dependabl e conclusions. Both, deductivereasoning
and i nductive reasoning, should befollowed for meaningful research.

Good research a so impliesobtaining reliable datawhich provides sound validity
totheresearch findings.
Thefollowing principlesunderlieagood research criteria
- Theaim and objective of the research being conducted should be clearly
specified.
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- Theresearch procedure should bereplicable so that if the research needs
to be continued or repeated, it can be doneeasily.

- Theresearch design should be so chosen that theresultsare as objective as
possble.

- Interpretation of any research should be done keeping inmind theflawsin
the procedural design and the extent towhich it hasan effect ontheresults.

- Research should be carried out systematically. It should progressin pre-
defined stages, and researchersshould avoid using their intuition or guesswork
toarriveat conclusons.

- Research should belogical sothat it ismeaningful, and helpin decision-
meaking.

- Research should be empirical asfar aspossible.

- The results of the research should only be used and generalized for the
population for which the data provides an adequate basis.

- Thevalidity and reliability of the dataused in research should be double
checked.

- Further, good research produces results that are examinable by peers,
methodol ogiesthat can bereplicated, and knowledge that can be applied to
real-world situations.

1.3.3 Problems Encountered by Researchersin India

There are some common problemsfaced by researchersin devel oping countriesand
Indiaisno exception. Basically, thereisadearth of thetool srequired for good research.
Many of the universitiesand research institutions are now providing computerswith
I nternet connection to researchersbut thefacilities provided are not adequate. Luckily,
the costs of both hardware and Internet bandwidth are coming down. While Indian
researchersnow have easy accessto thesetools, thereistill the problem of low visibility
of paperspublished by them. Indian researchersare often demotivated to continuefurther
research. Other factorslikelack of scientific training in the methodol ogy of research
and anon-existent code of conduct also serve as challengesfor the Indian researcher.
Thereisal soinsufficient interaction between researchersand the end-users. End-users
of research are the ones who stand to benefit from research and if they are not made
aware of the benefit they can gain, getting sponsorsto provide fundsfor researchwould
bedifficult.

Thereisalso alack of safeguardsagainst any violation of confidentiality in data
collection. Research studiesthat overlap lead to unnecessary repetition. Thereisan
absence of research culturein our country.

Other problems that Indian researchers face that are common to developing
countriesare:

- Limited or no accessto international researchjournals.
- Lack of infrastructure except in afew metropolitan cities.
- Low investment inresearch duetofinancial congtraints.

- Inadequate library facilitiesand where such facilitiesexist, they are not easily
accessible.

- Poor encouragement to do research.



These problemsneed to be surmounted effectively in order to promoteresearch
asaprofessional activity.

1.3.4 Qualitative Methods

Qualitative research is gaining alot of importance in the social sciences. There are
specific methodswith different assumptionsand objectives. Theseareintrinsicto all
typesof research. The steps of the research processand the proceduresfor collecting
dataand analysingand interpreting it are different.

Today, inductive strategiesareincreasingly used in research instead of starting
from the bas csand testing them empirically. Traditionally psychol ogy and other social
stienceshave used themodel presented by the natural sciencesfor devel oping quantitative
and standardized methods. The guiding principleshave beenidentifying the causesand
effects and the measures have been quantity phenomena. These have permitted
generdizationsand theformulation of laws. Causa relationsare studied under controlled
conditions and observations have been classified in terms of their frequency and
digtribution. Studieshave been madeasobjective aspossible. For alongtime, psychologica
research has depended on experimented designsfor study asthe mainstay.

Theresultsof social sciencesarenot appliedindaily life asthe methodol ogi cal
precisions are far too removed from every day problems and situations. The goal of
subject and situation-rel ated research can be achieved with qualitativeresearchin a
mesaningful way.

It isimportant to recognize that not all questions of research can be studied
empirically. Sometimes methodsare not availablefor study purposes. Complex social
science problemsare not easy to be put into the mould of empirical investigations. Itis
not easy to reduce complex situations to simple and single variablesfor the sake of
studying. The entire complex situations are rendered rather simplistic and therefore,
ofteninappropriate. The subjectivitiesof theresearcher and those being studied are part
of the qualitativeresearch process. The qualitative researchersare soft, understanding,
openand descriptive strategies. Thisisin oppositionto the hard experimental, sandardizing
and quantifying approaches.

Definitions of Qualitative Resear ch

Itisamethod of inquiry used in many different academic disciplines, traditionally inthe
social sciences. It is a set of research techniques in which data is obtained from a
relatively small group of respondentsand not analysed with statistical techniques.

Qualitative research follows an inductive research process and involves the
collection and analysisof qualitative (i.e, non-numerical) datato search for patterns,
themesand holistic features.

Thereisnoformal quantitativeframework usedto generate projectionsinquditetive
research. It is concerned with understanding the processes, which underlie various
behavioural patterns. ‘Qualitative’ is primarily concerned with the ‘why’ of investigations.
Case study, observation and ethnography are considered forms of qualitative research.
Results are not usually considered generalizable, but are often transferable. It isa
subjective form of research that relies on analysis of controlled observations of the
researcher. Thistype of research yieldsextensive narrative data, which include detailed
descriptions of what has been observed.

Here, collection of non-numerical datausinginterviews, observationsand open-
ended questions, to gather meaning from non-quantified narrative information, are
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involved. It isaform of research that derives data from observations, interviews or
verbal interactionsand focuses on the meanings and interpretations of the participants.

Thisisaway to study peopleor systems by interacting with and observing the
subjectsregularly. It isafree-form research techniquethat isused to gaininsight into the
underlyingissues surrounding aresearch problem by gathering non-tatistical feedback
and opinions rooted in people’s feelings, attitudes, motivations, values and perceptions,
often from small samples, also called soft data.

Itinvolves gathering and analysing of data based on the interviewees’ own perceptions
or experiencesin order to provideingght into their beliefsabout their circumstancesrather
than measurabledata. Subjectiveinformationisobtained from groupsandin-depthinterviews
and participant observation. Qudlitativeresearchisgeneraly conducted onasmall group.
It looksat phenomenalikeattitudes, perceptions, etc.

The Aim of Qualitative Research

The primary aim of qualitativeresearch isto gaininsghtsinto any phenomenaof interest
totheresearcher. For example, oneisinterestedin gudyingmenta disorders Epidemiological
studies show the frequency of schizophrenia and the distribution of thisdisorder in a
population. Thefindingisthat it ishigher inthe lower socio-economic classes. These
correlations have been well-established by empirical quantitative data. However, itisnot
clear whether the conditionsof livingin thel ower economic conditionsfoster thedeve opment
of schizophreniaor peoplewith schizophreniaget marginalized and drop into the lower
economic strataof society. Often studiesfail to capturethe contextual perspectiveof the
ilIness. What isthe subjective experience of being schizophrenic? How do the family
membersded with thisillness? What arethe benefitsof ingtitutionalizing such apatient?
How do professional sview women with schizophrenia? These are some of therelevant
guestionsthat qualitativeresearch seeksto find answersto.

For quditativeresearch onthemental illness, theresearcher startswith the patient,
hisg’her relatives and the professional sinvol ved and their perspectives. It a so analyses
theinteractionsin dealing withtheillnessfor al concerned. Thedifferent viewpointsare
significant inthistype of research. Communications between, the investigator, patients,
psychiatristsand othersinthefield, are part of the knowledge about the disease. The
subjectivitiesof theinvestigator awell asthat of the patient, constitute part of theresearch
process. The researcher’s reflections, frustrations, feelings, impressions, and so on, all
become part of the legitimate datain their own right in the context of dealing with
patientsinvolvingtheillness.

Quadlitativeresearchis.

- A returnto narratives, language and communication.

- Questions about the specific, particular and concrete problems.

- A study of thelocal contexts, instead of universals.

- Putting problemsto be studied intheir temporal and historical context. And
also to describe and explain them are considered different approachesto
qualitative research.

The approacheshave different theoretical assumptions:
1. Subjective: Thisrefersto individuals attribute that are based on their
activitiesand surrounding environments.

2. Interpretation: This meaning is derived from and arises out of social
interaction that one haswith onesfellows.



These meaningsare handled and modified through interpretations by peoplewhile
deding withvariousinteractions.

“The researcher has to see the world from the angle of the subject, he/she
studies’ (Toulmin, 1990). This means that methodologically, the researcher has to
reconstruct the subject’s view point in various ways. This is in the form of subjective
theories people havein explaining different aspectsof theworld. For example, Therole
of punishment in disciplining children; How the universe was formed?, etc. Here,
autobiographical narratives, biographical reports, etc., areall sgnificant asmethods.

Making of Social Reality: Ethno methodology isone of thetechniquesused for sudying
how peopl e construct their own socia reality. Garfunkel (1987) proposed this method.
Here, everyday activitiesare analysed in termsof their social context asto why some
activitiesoccur everyday. All these areviewed asvisibly rational and reportablefor al
thepractical purposes. Thisresearch isbased on conversation analysis.
Conversation analysisisbased on following three bas ¢ assumptions:

1. Interactionisstructurally organized.

2. Conversation are context shaped and context renewed.

3. Conversational detail scannot be dismissed asdisorderly or irrel evant.

Cultural framing of social and subjectivereality and cultural systemsdetermine
the perception and making of social reality (see Table 1.2).

Table 1.2 Theoretical Position in Qualitative Research

Subjects’ Points of | Making of Social Cultural Framing of

View Realities Social Realities
Traditional Symbolic Ethnomethodol ogy Structuralism,
theoretical interactionism psycholanalysis
background
Recent Interpretive Studies of work Poststructuralism
development in interactionism
social sciences
Recent Research Discursive psychology | Social representations
developmentsin programme
psychology ‘subjective theories’
Common features Verstehen as

epistemological

principle

Reconstructing cases
as starting point
Construction of
reality as basis Text
as empirical material

Source: Flick, An Introduction to Quantitative Research, 1998.

Qualitative Approaches

Quialitative approach isamethod of enquiry used to conduct qualitativeresearch. This
approach describesthe main objective of the qualitative research along with therol e of
researcher or researchers and the processand format of dataanalysis. There are four
major qualitative approachesto research, which areasfollows:

(i) Ethnography (i) Phenomenology
(i) Field Research (iv) Ground Theory
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Ethnography: Thefield of Anthropol ogy initiatesthe Ethnographic gpproachtoqudlitative
research. The main emphasisin ethnography isto study an entire culture. It has been
observed that previoudy the notion of culturewas combined with theelementsof ethnicity
and geographical locations, for instance, the culture of Germantown in Pennsylvania, US.
Theimmigrantsin thisareaare descendantsfrom Alsace in southwestern Germany and
Switzerland who settled in Pennsylvaniain the Eighteenth century. Theseimmigrantsand
their descendants came to be known as Pennsylvania Dutch. However, the concept of
‘culture’ has been widened to include virtually any group or organization. Hence, we can
study the culture of abus nessor aspecifically-defined group, such asthe Rotary Club.

Ethnography isconsdered abroad areaof study with agreat variety of practitioners
and methods. The most common ethnographic approach is participant observationina
field research. Here, ethnographers become apart of the culture and actively participate
indaily lifewhilerecording their observationsmadeinthefield study. Unlike grounded
theory, thereisno pre-decided limitation asto what will be observed and thereisaso no
real ending point in an ethnographic study.

Phenomenology: The subject of Phenomenology hasatwo-dimensional approach. It
is sometimes considered to be a philosophical perspective aswell as an approach to
gualitative methodol ogy. It has been known to have alongstanding history in several
socia research disciplines, such as sociology, psychology and social work. The study of
phenomenology focuses on people’s subjective experiences and interpretations of the
world. Thismeansthat phenomenol ogi stswant to understand how theworldisperceived
by others.

Field Resear ch: Thisbroad approach isamethod of collecting qualitative data. The
researcher mainly goesout in the field to observe aphenomenon and its effectsin a
natural environment or inplaceof itsorigin. Thisrelatesmostly to the method of participant
observation. The notestaken by thefield researcher are coded and anal ysed in numerous
different ways.

Grounded Theory: The Grounded Theory wasdevel oped by Glaser and Straussinthe
1960s. This qualitative approach is a method of developing theory relating to the
phenomena of interest. Thisishowever not to be confused as an attempt of abstract
theorizing asthe theory needsto be grounded or rooted in observation. The Grounded
Theory isvery complex and repetitive. Research isinitiated with a set of generative
questionswhich guidetheresearch. Animportant point to remember isthat these questions
arenot intended to be static or confiningin nature. Once the researcher beginsto collect
data, the coretheoretical conceptsareidentified. Thesetheoretical conceptsneed to be
linked with the data. Theearly phase of researchisalong and tedious processand might
even take monthsto be completed. Thelater phases of research are more focused on
verification and summary. The main aim isto combinethe effort to evolve one core
category that iscentral to theresearch. Severa key analytical strategiesare adopted by
researchersin the Grounded Theory, which are asfollows:

(i) Coding: Through the process of coding qualitative datais categorized on the
basis of its implications and details of these categories. In the early stages,
researchersdo not use coding, cond deringthedatain minutedetail whiledeveloping
someinitial categories. Inthelater stages, selective codingisput to usethrough
which aresearcher systematically codesthe datain termsof the core concepts.

(if) Notes: Taking notes or memoing which is used to maintain a record of the
researcher’s ideas and thoughts as and when they evolve in the process of the



study. Memoingisnot to be confused with extensive margina notesand comments.
Intheearly stagesof research, the memostend to be very open and later on they
areincreasingly focused on the core concepts of the research.

(iii) IntegrativeDiagramsand Sessions. Thesetoolshelpto put al the datatogether
in asystematic way with respectsto the emerging theory. Diagrams can bein
any form of graphicswhich are useful at that point of research. These graphics
may bein theform of maps, graphsand in some casessimple cartoonswhich can
act as summarizing devices. This process of integration isbest donein group
sessionswhere each and every member of the research teamisabletointeract
and shareideasto enhance knowledge about the research.

A researcher approachesaconceptually densetheory asnew observations|ead to new
linkswhich eventually lead to morerevisionsin thetheory and in some casesmoredata
collection. Inthismethod, the core concept isidentified and researched in detail. Inthis
type of research method, the research probably never endsand could continue indefinitely.

The mainfeature of aGrounded Theory isthat it does not have aclearly demarcated

point for ending astudy. The project endswhen the researcher decidesto quit. Inthe
end, the researcher isleft with awell-considered explanation for a phenomenon of

interest, i.e., the Grounded Theory. The Grounded Theory can be explained in words
and isusually presented with much of the contextually relevant detail collected.

Construction of Reality

A socia representationisunderstood asasystem of values, ideasand practiceswith a
twofold function: First to establish an order which will enable individualsto orient
themselves properly intheir material and socia world and to master it; and secondly to
enable communi cation to take place among the members of acommunity by providing
them with a code for social exchange and a code for naming and classifying
unambiguoudy thevarious aspectsof their world and their individual and group history.

Qualitativeresearch aimsat understanding an event fromtheinside. Itistheview
of onesubject or subject(s), the socia situation or the cultural or socid rulesrelevant for
adtuation that haveto be understood. A single caseisanaysed beforeagenerd statement
ismade.

1. Firstasingle subject theory.

2. Thenasingleconversation.

3. Andthenasingle casesisreconstructed.

4. Later other case studiesare used as acomparison.

5. Thenatypology or different subjective theories are devel oped.

Thereality studied by qualitativeresearchisnot agivenredlity, but asconstructed
by different *actors’. How crucial an actor is, is determined by the theoretical position
adopted to study the process of construction.

Inthe processof reconstruction, textsare used for empirical analysis. Theview of
the subject ispresented ashis’her subjectivetheory. For example, belief in astrology where
the course of interaction isrecorded and transcribed and then the reconstructionsof latent
structuresof manning areformulated from thetexts (i.e., what istold and the actionsthat
follow, e.g., matching of horoscopes). The status of thetextswill be determined by the
theoretical postionheld.
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Texts and Realities in Qualitative Research

Textsare consdered significant for thefollowing three purposesin qualitativeresearch:

1. Texts are not only the essential data, but the basis for interpreting and
communicatingthefindingsaswell.

2. Textsareseen asaninstrument for interpretation of social reality.
3. Interviewscomprisethedatathat aretransformed into texts.

Hereafter the Text is Used as a Substitute for the Reality

Text making of theworldinvolvesfirst degree and second degree constructions. Redlities
areactively produced by the partici pantsthrough the meaningsascribed to certain events
and objects. Thisiswhat qualitative researchers seek to study. These ideas of social

eventsinasocial field may compete, conflict or succeed and are shared and taken for
real. Thisishow reality isconstructed (see Figure 1.3).

Construction  Texts as versions of

theworld
Experience < I nterpretation
Natural and social Understanding,
environment, ascription of
events, activities meaning

Fig. 1.3 Realities
Source: Flick, An Introduction to Quantitative Research, 1998.

Strictly speaking there are no such thingsasfacts, pureand smple. All factsare
fromthe outset selected fromauniversal context by theactivitiesof our mind. They are,
therefore, awaysinterpreted facts, either factslooked at as detached from their context
by an artificial abstraction or factsconsidered intheir particul ar setting. In either case,
they carry their interpretational inner and outer horizons.

For Goodman (1978), theworldissocialy constructed through different forms of
knowledge—from everyday knowledge to science and art as the ways of making the
world. Socia researchisan analysisof such waysof world making and the constructive
effortsof the participantsin everyday life. A central ideain thiscontext isthedistinction
between first degree and second degree constructions—first degree is the construct
made by an actor. The constructs of the constructs made by the actor in the social scene
isthe second degree. Theexploration of the genera principles, according to which man
organizeshisexperiencesindaily lifeand those of the social world, isthefirst task of the
methodol ogy of social sciences.

So, there could be multiplesocial redlities. Social scienceresearch encountersthe
worldit wishesto study only inthoseversionsas constructionsby the subjects. So, there
are subjective constructions by the participants and subjective constructions by the
researchers. Knowledge of theworldisnot just found intheworld, rather itisbuiltinto
it. Worlds are made from other worlds. A big part of research invol vesreconstructing
lifestoriesor biographiesininterviews



Theories in Qualitative Research

To beginwith, qualitativeresearchiscircular, not linear likein quantitativeresearch. In
this type of research, theories undergo revisions, evaluation, construction and
recongtruction. They areversions of perspectivesthrough whichtheworldis seen.

Each formul ation hasitsown perspective hidden withinit. Theperceptioninturn
feeds back into the social construction of this perspective and thereafter the world
around us. So, theoriesare mere preliminariesand relative. When the versionisdevel oped
further additional interpretations become possible of the new material and so on. So,
thereisapre-understanding from which all study starts. Glasser and Strauss suggest a
circular model for qualitative research.

Linear and Circular Models of Research Process

There isno one single definition or agreed model for the research process. Various
models or frameworks have been proposed to describe how research is carried out.
Linear and circular modelsareimportant among them.

- Linear Models: Linear modelsdescribe different chronol ogical stepsor tasks
to becarried out in pursuing aresearch project. These modelsare avaluableway
of thinking about sometypesof research, such assurveys. However, they do not
satisfactorily describe the complexities of the ‘thinking processes’ behind research.
Linear model questions or hypotheses are refined as the researcher explores
conceptsand ideasderived fromtheir dataor observations. Thismode of research
providesheadingsfor research proposals, funding applicationsand research reports.

- Circular M odels: Circular models describe research as an iterative process,
analogousto learning. Theresearch questions or hypotheses are refined asthe
researcher explores concepts and ideasderived from their data or observations.
Theresearch describes predominantly well the processesinvolved in qualitative
research.

Formulating Resear ch Questionsin Qualitative Research

The questionsand theformat used for the response are the fundamental elementsof a
survey. Thus, while formulating questions, it should be ensured that they are not too
lengthy. The questionsto be asked should be clear. While doing any research work, you
should always utilize standard |anguage and | eave out scientific jargon or wordsthat are
lengthy and make your questionsambiguous. Prior to undertaking research activities,
pre-testing or piloting questionsin focusgroupsisvery hel pful in formulating the right
questionsfor specificissues. If you succeed in identifying factorswithin the responses,
itwill help you develop cons stent dataand remove redundant questions. Thisservesas
atest to ensurethat the researcher and the respondents have interpreted the questions
inthesmilar way. Thisprovidesfor reliability testing and éiminating any inconsistencies
or potential prejudicesthat may be present. Questions should be asked in the order of
increasing senditivity so that alevel of comfort with therespondentsisbuilt.

Examples of Formulating Good Resear ch Questions

Question 1: Suppose your survey question is: ‘Do you know that people are testing a
vaccine against hook worm?’ This may not be good question. First, this type of information
should beincluded in theinformed consent that every participant will receive prior to
voluntarily participating in the study. Further, the question does not assesswhether the
respondent was actually aware that researchers were testing a vaccine against hook
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worm. Thus, the question should be re-phrased as: ‘Do you know what is being tested?’
If the respondent replies ‘yes’, the next question should ask: “What is being tested?”

Question 2: Suppose you, as a researcher ask the next question: *Are the researchers
doing good work in your community?’ As this question is being asked by a researcher,
almost 100 per cent of the respondents would say ‘yes’ in response to this question in the
research study. So, you should re-phrase this question as.‘Do you believe that the
researchers will have a positive or negative impact on your community?’

Question 3: Supposeyour next questionis. ‘Do you know what a vaccine does?” Such

guestions cannot be utilized to assess whether the respondent actually knowswhat a
vaccinedoes. A follow-up question isnecessary to assessactual knowledge.Thus, you
need to re-phrase your question as: ‘Do you know what a vaccine does?” If the respondent

responds ‘yes’, then the follow-up question must be ‘What does a vaccine do?

Research questionsexist in theinvestigators persond biography and socia context.
Certainissuesare brought to thefore and othersignored. Theresearch questionscan
be of two types: Those oriented towards describing states (which kind, how often, etc.)
and Those oriented towards describing process (causes, strategies, etc.). A researcher
can enter thefield of study as: astranger, visitor or asan insider. The best roleto adopt
isthat of aninsider. Theset of realitiespresented would bemost smilar intheroleof an
insider and ideal for qualitativeresearch.

Sampling Strategiesin Qualitative Research

Instead of selectingasample, thecomplete coll ection methodisused in qualitiesresearch.
The sampleis pre-determined by certain criteria, e.g., acertain disease, age, gender,
region, marital status, etc.

Sampleisalso defined gradually. They are made on the basisof the groupsto be
compared or may focus on specific persons. The sampleischosen onthe basisof new
insightsfor developing atheory. Groupsor persons chosen for the sample are stopped
when saturationisreached, i.e., nothing new could emerge hereafter.

Samples of Gradual Selection
Table 1.3 showsthedifference between theoretical and statistical sampling.
Table 1.3 Theoretical Versus Satstical Sampling

Theoretical Sampling Statistical Sampling

Extension of the basic population is not Extension of the basic population is known
known in advance. in advance.

Features of the basic population are not Distribution of featuresin the basic
known in advance. population can be estimated.

Repeated drawing of sampling elements One-shot drawing of a sample following a
with criteriato be defined again in each plan defined in advance.

step.

Sample size is not defined in advance. Sample size is defined in advance.
Sampling is finished when theoretical Sampling is finished when the whole
saturation has been reached. sample has been studied.

Source: Flick, An Introduction to Quantitative Research, 1998.

Sampling proceeds according to relevance, not representations; and width and
depth asthe aim of asampl e, not representativeness.



Table 1.4 Sampling Srategies

Sampling Strategies in Qualitative Research

A priori determination
Completecollection
Theoretical sampling
Extreme case sampling
Typical case sampling
Maximal variation sampling
Intensity sampling
Critical case sampling
Sensitive case sampling
Convenience sampling
Primary selection
Secondary selection

Source: Flick, An Introduction to Quantitative Research, 1998.

The objective of the sampling strategies (see Table 1.4) isto providerichness of
information. It also helpsin obtaining relevant information. It isan intense attempt at
datasampling. Interviewsshould be non-directive, specific, average, in-depth and should
have personal context and content.

Sample selection is based on the principle of gradual selection. It is always
purposive sampling, not random sampling. Palton givesthefollowing concrete suggestions:

- Integrate purposively extreme or deviant cases. Cases of successesor failures
arechosen and analysed. Thisisthought to help in understanding thewholefield.

- Another featureisto select typical cases. These arethe average for the group.
Thismeanslooking at thefield from the centreand from theinside.

- To choose a maximal variation sample—here, the idea is to integrate only a few
cases, but which areasdifferent aspossible. Thisisaimed at obtaining therange
of variation and differentiationin afield.

- Choosing cases on the basis of intensity—here, the expectation is that the
interesting features, processes and experiences that go with this would be
integrated in the study and compared.

- Selection of critical casesisdone to enhance the functioning of the study, by
virtueof itsrichness.

- Choice of sensitive cases—these are to be included due to their explosive force
and, therefore, the unique prospect of studying them makingit special.
- Finally, the concept of convenience in selection—these are included because of

easy access, reduced effort and decreased time when people, money, etc., are
limited.

Cases are Considered as Samples

Each caseisthought to have following five representative aspects:

(i) Asingle case is understood as an ‘individualized universal.’ It is viewed as a
result of specificindividual socialization against the general background, e.g., a
physician or psychologist trying to understand adisorder. Such asocialization can
beunderstood inthe socid context, leadingto different subjectiveopinions, atitudes,
etc. Thisgetsto be displayed inthe actua interview situation.
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(i) Tounderstand the ‘individualized universal’, the case is seen in a specific context
inwhichtheindividua actsand which he/sherepresentsto others. So, the doctor
or socia worker orientshisor her practicesto theinstitutionsunder which these
difficultiesarise, e.g., adysfunctional family, night shift work, etc.

(ii) Anindividual caseisalso seen as aspecific form of professionalization, e.g.,
information engineer, socia worker, etc. Therefore, thetraining of the professona
individual and the actionsthat arisefrom that context got to be studied and anal ysed.
Therefore, different professional s approach the same problem differently. This
makesagiven case aunique sample.

(iv) Thecasealsodevelopsitssubjectivity because of the specific stock of knowledge
and the corresponding waysof acting and perceiving comeinto play.

(v) Thecasealsorepresentsan interactive mode of context and activity.

Sampling decis onscannot be madeinisol ation. The appropriatenessof the content
and the strategy together determinethe selection. It may be difficult to make generally
valid satementsonthebasisof asingle study, but it isalso equally difficult to give deep
descriptionsand expl anations of acase based on the principlesof random sampling. This
isthe strongest argument of the qualitative researcher. Since sampling strategiesare
meant to discloseagivenfield, it can start from the extreme, the negative, the critical
and the deviant casesand thereafter form the extremities of thefield. It can also start
fromtheinside, whichisthe case of thetypical or the developed cases. There, sampling
can start from those caseswhich are asfar different aspossiblein their variation. This
precludesthe need for homogeneity inthe sampling. Sampling decisionsdeterminewhat
becomesthe empirica material intheform of textsand what istaken from thetextsand
how itisused.

1.3.5 Different Types of Interviews for Qualitative Research
Thefollowing arethedifferent typesof interviewsfor qualitative research:
The Focused I nterview

- First Part: It has unstructured questions, like “What did you like most about’?

- Second Part: Semi-structured questions—they are left open-ended for being
ableto get afeel about agivenrule.

- Third Part: Structured questions like “Was the lecture informative’?
Problem-Centred I nterview

Itinvolves asking questions like “How open do you show the allergy’?

- Object-Orientation to Deter minea Problem: Do you seeyourself ashealthy
or unhealthy?

- Process Orientation: Do you search the Internet to know more about your

alergy?

Expert Interview
Thistypeof interview isdirective, stronger and guided.
Ethnographic Interview

Heretheproject isexplained in descriptive and structural questions.



Narrative | nterview

Here knowledge and experiences are presented. Thisiscalled agenerative narrative.
Thisisto obtain or elicit answerson atheme of study.

Episodic I nterview

Here episodes are presented as a source of knowledge in terms of circumstances or
events. Then the semantic knowledge (the meaning) attached to the eventsisstudied
through the narration.

Group Discussions

Observing the responses of asmall group at onetimeiscalled agroup discussion. An
explanation isgiven about atopic, procedure, etc. Membersareintroduced asawarm
up act and then asked to discussthe topic. The opinionsgiven by the membersaregot
fromtheverbal data. Statementsand thoughtsare gathered. Thisisadynamic process
inoperation.

Focus Groups

Herethefocusisontheinteraction among members. A focusgroupisaformof qualitative
research inwhich agroup of people are asked about their perceptions, opinions, beliefs
and attitudestowards aproduct, service, concept, advertisement, ideaor packaging.

All the above methods are used for collecting verbal data. The method to be
chosenisonthe basisof itsappropriateness.
Visual Data

Visual dataare made up of what we can see. Welearn what is considered to be worthy
of our attention. Visual datamay berecorded in anumber of ways, e.g., describedina
notebook, on aDictaphoneor digital equivalent, or rememberedinadiary. Visual data
may also be recorded on film or encoded digitally and reproduced asastill or moving
image.

Observation

Observationscan be of thefollowing types:
- Covert vs. Overt Observation
- Non-Participant vs. Participant Observation
- Systematic vs. Unsystematic Observation
- Naturd vs. Artificial Situation Observation
- Self-Observation vs. Observing Others
Phases of Observation
AuthorslikeAdler and Adler (1994), Denzin (1989b) and Spradley (1980) namethe
phasesof an observation as:

- The selection of asetting, i.e., where and when the interesting processes and
persons can be observed.

- Thedefinition of what isto be documented in the observation and in every case.
- Thetraining of the observersin order to standardize such focuses.
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- Descriptive observationswhich provideaninitial genera presentation of thefield.

- Focused observations which concentrate more and more on aspects that are
relevant to the research question.

- Selective observations which are intended to purposively grasp only central
aspects.

Theend of the observation, when theoretical saturation hasbeen reached (Glaser
and Strauss, 1967), i.e., further observationsdo not provide any fresh knowledge.

Ethnography

The ethnographer participates, overtly or covertly, in people’s daily lives for an extended
period of time, watching what happens, listening to what issaid, asking questions. He
collectswhatever dataare availableto throw light on theissueswithwhich heor sheis
concerned. Hemay show photosto theinterviewer whileinterviewing and sometimes
he may usefilm analysisquestionsor micro analysisof theclipsdone.

Coding and Categorizing

Theinterpretation of dataliesat the core of qualitative research. For thispurpose coding
and categorizing arecrucial. Thetextsobtained can either be augmented by alteration or
paraphrased, summarized or categorized.

The Process of Coding

Therearefollowing threetypesof coding:
(i) OpenCoding
(i) Axia Coding
(i) SelectiveCoding
Thesearewaysof handling thetextual material. Coding isthe process by which
dataare broken down, conceptualized and put back together. The codingisinitially done
closely to thetext as possi ble and then made more abstract. Categorizing refersto the

summarizing of such concepts. Another way of coding isby themes. These are useful
for comparisons.

Content Analysis
Thisisaclassica procedurefor analysing textual material. Thisincludesboth visual and
interview data. The categorizing doneearlier isused and modified, asrequired.

- First stepisto select therelevant parts of atext.

- Second isto analyse the datawith who, what, when, whom, how etc., questions.

Thecoding unit presentsthesmallest e ement. The categoriesprovidethelarger unit

whilethe contextual unit determinesthelargest elementsfor anaysis.
Techniques of Content Analysis

Threebasictechniquesare:

1. Paraphrasingthe Material: Herethe lessrelevant details are skipped (first
reduction).

2. Bundlingand Summarizing: Similar paraphrasesare grouped together (second
reduction).

3. Generalization: Summarizing at higher level of abstraction.



Sequential Analysis

Inorder to analysethe elementsor statements, it isnecessary to put thingscontextually.
Here sequential analysisisuseful. Any ideaisput in social order, which also givesthe
understanding of the interactionsthat occur. So, the contentsare presented inareliable
way inthebest possible context.

Conversations, discourses, narrativesareall interpreted using sequential analyses.
Making Qualitative Resear ch Reliable and Valid

Thelegitimacy of thistype of research has always been criticized. One of thewaysto
achievereliability isto train the observersbefore they enter thefield and eval uate the
observations. Thisistoimprove comparability. Certain conventionalized proceduresfor
field notesare an exampleof increasing reliability. Table 1.5 shows different symbols
used for redlity.

Table 1.5 Symbols for Reliability

Sign Convention Use
” Double quotation marks Verbatim quotes
’ Single quotation marks Paraphrases
( ) Parentheses Contextual data or fieldworker’s interpretations
< > Angled brackets Emic concepts (of the member)
/ / Slash Etic concepts (of the researcher)
_— Solid line Beginning or end of a segment
Source: Adapted fromKirk and Miller 1986; Silverman, 1993.
Validity

Thishasreceived moreattention than reliability. Certain guidelineshave been proposed
withthisinmind.

Subjectivity
Subj ectivity analysesasubject and hig/her feelings, perspectives, desiresand beliefs.
The expression is in contrast with the term “objectivity” in philosophy.

Subjectivity highlightsthe specific discerning interpretations of all the aspects of
experiences. They are distinctive for all the individuals experiencing them—the qualia
that are only available to an individual’s consciousness. Even though the causes of
experience are believed to be ‘objective’ and available to all (just like the wavelength of
aparticular beam of light), the experiencesin themsalvesarejust availableto the subject
(thequality of the colour itsdlf).

Subjectivity generally existsin theories, concepts or measurements, against the
effort of those trying to be objective. In most of the fields, the effort is to remove
subjectivity from scientific or mathematical statementsor experiments. Many fields,
such as physics, biology, computer science and chemistry are striving to remove
subjectivity from their theories, methodol ogiesand results, although it congtitutesamajor
part of the process of experimentationin thesefieldspresently.

In spite of this, subjectivity is the only means for experiencing the world,
mathematically, scientifically or otherwise. Infact, people shareahuman subjectivity, as
well asindividual subjectivity. All the theories and philosophies which dictate the
understanding of science, mathematics, literature and all the concepts about theworld
arebased on human or individua perspective. To alargepart, the creation of philosophies
iswithinitsalf subjective, along with the concept of creation of ideasor discovery.
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This expression is in contrast with “objectivity’. It is used to describe people as
‘seeing’ the universe precisely for what it is from a standpoint free from human perception
and “its influences, human cultural interventions, past experience and expectation of the
result’.

1.3.6 Process of Documentation of Qualitative Research

For interview data, the spoken wordsare edited and transcribed. For observationa data,
the documentation invol vesrecording the actions and interactions. In both these the
contextual enrichment of the dataisan important aspect of the documentation process.
The proceduresinvolvethetexts, which becomesthebasisfor analyses. Therearefour
stepsin documenting data:

(i) Recordingthedata
(i) Editingthedata.
(i) Constructing anew reality inand from the produced text.

(iv) Thisistheway inwhichthe construction of reality in qualitative research takes
place.

Audio-visual acoustic and visual recordingsare all part of the new recording
possibilities of datacollection. However, what isworrisomeisthat the presence of the
recorder and therecording instrumentscould affect therecording. Heretheleast intrusive
of the equipmentsareto be used and the minimal presence of peopleissuggested inthe
observation areas.

For field notes, the qualitative researcher istold to take notes and record the
observationsimmediately. Sincetheresearcher isusually the onewho partakesactionin
research to alarge extent, it isal so suggested that notes be completed after ending the
study. The researcher should spend as much time on noting the observations aswas
spent for carrying out the observation—the general rule of thumb for effective
documentation. Thisishow reality isto be produced from thefield notes. Along with
this, the protocol s of diaries should also be maintained for corroboration.

Field Notes Documentation

Thefield notesdocumentation are given below:
- Condense conversationsinto single words, sentences, etc.
- Expand the anecdotesfrom interviewsand observations.

- Thefield-work journal must have an account of experiences, mistakes, problem,
indghts, etc.

- Notesand interpretations can start as soon asthe field study commencesand till
the completion of the studly.
Research Diary

The documentation for research diary are given below:
- Keep diariesupdated, asadocumentation procedure.
- Compare, if more than oneresearcher isinvolved.
- Catchinteresting eventsinthediary.
- Only document that whichisessentidl.
- Makerecordingsimmediately after an event.



Transcription

When language analysis is involved, the focus in transcription should be to obtain
the maximum exactness in classifying the statements, pauses, hesitations, etc.,
(seeTable1.6).

Table 1.6 Transcription

[ Overlapping speech: The precise point at which one person begins
speaking whilst the other is still talking or at which both begin
speaking simultaneously, resulting in overlapping speech.

(0/2) Pauses. Within and between speaker turns, in seconds.

AW Extend sounds. Sound stretches shown by colons, in proportion to
the length of the stretch.

Word: Underlining shows stress or emphasis.

“fishi-": A hyphen indicates that a word/sound is broken off.

*hhhh’: Audible intakes of breath are transcribed as ‘.hhhh’ (the number of
h’s is proportional to the length of the breath).

WORD: Increase in amplitude is shown by capital letters.

(words...): Parentheses bound uncertain transcription, including the
transcriber’s ‘best guess’.

Source: Flick, An Introduction to Quantitative Research, 1998.

Texts produced in thefollowing way arethe nearly constructed redlities:
- Theresearch should talk lessand listen asmuch aspossible.
- Produce notesasexactly aspossible.
- Bring datato unify asearly aspossible.
- Thereaders of the notes must be able to seefor themselves clearly which
personsare providing enough data.
- Thereportsshould be open and clear.
- Theresearcher should seek feedback on findings/representations.
- Presentations shoul d be bal anced between the various aspects observed/
recorded.
- Writing should be asaccurate aspossible.
These steps seek toimprove validity by sensitizing the researcher to qualitative
research.
Procedural vaidity issought to beachieved by thefollowing different rel ationships
at work inresearch:

- Therelationship between what isobserved (behaviours, rituals, meanings, etc.)
and thelager cultural, historical and organizational contextswithin whichthe
observations are made (the substance).

- Therelationship among the observed, the observer and the setting (the context).

- The issue of perspective (or point of view), of the observers’ or the members’,
used to render an interpretation of the ethnographic data (theinterpretation).

- Theroleof thereader inthefinal product (the audience).

- Theissue of relationship, rhetorical or authorial style used by the author(s) to
render the description and/or interpretation (the style).

Herevalidation involvesthe entire research process.
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Check Your Progress

4. What arethesignificant
components of the main text
of aresearch report?

5. What type of research
process does qualitative
research follow?

6. What isthe main objective
of the sampling strategies?

7. Define the term focus
group.

Triangulation

Thisisaterm used for combining the methodsin qualitative research. Four types of
triangulations are suggested:

- DataTriangulation: Itinvolvesusing different datasourcesin rating persons,
placesand Situations

- Investigator Triangulation: Heredifferent interviewersor observersare used
with aview to minimizing errors/biases.

- Theory Triangulation: Itinvolvesapproaching datawith multiple perspectives
and hypothesesin mind. Varioustypesof orientationsare placed sideby sideto
seetheir usefulnessfor producing knowledge

- Methodological Triangulation: It involvescombining different methods, such
as combing questionnaire with an interview or using different sub-scales for
measuring aphenomenon.

Triangulation isseen asaconcept for validating results obtai ned with individual
methods. Thesearethought to enrich and compl ete knowledge and | essen thelimitations
of individual methodsused singly. These arethewayssocial realitiesare sought to be
studied systematically. Triangul ation isseen asameansto increase the scope, depth and
consistency of knowledge through methodol ogical means.

Analyticlnduction: Heretheattempt isto understand and explainthe exceptionthat is
deviant to ahypothesisin asystematic way to interpret results. Itisacase of looking at
negative datato be ableto substantiate the general.

New criteriato evaluate qualitativeresearch:

1. Trustworthiness
2. Credibility

3. Dependability

4. Trandferability
5. Conformability

Credibility can beincreased by pers stent observation, and triangul ation of methods,
researchersand data.

Democrati zation of qualitativeresearchisachieved by using constant comparative
methodsfor interpreting texts. Thisiscarried out by the following way:

1. Comparingincidentsof each category.
2. Integrating categories, by properties/time, etc.
3. Ddimitingthetheory.
4. Writingthetheory.
Thisisacontinuous growth process. Contrasting casesand ideal typeanalysis

arecarried out so that pure cases can betracked and the understanding of theindividual
case be made more systematic.

Comparisonsof old and new criteriafor the qualitativefield:
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Old New

Objective Conformability

Reliability Dependability/Auditability
Internal Validity Credibility/Authenticity
Externa Validity Transferability/Fittingness
Utilization/Application Action/Orientation




1.4 TYPESOF RESEARCH

Research may be of varioustypes. The basic typesare asfollows:
1.4.1 Descriptive versus Analytical Research

Descriptiveresearch includesdifferent kinds of fact-finding inquiriesand surveys. The
main objective of thisresearch is describing the state of conditions asit exits at the
present moment. For descriptive research studiesin the social sciences, we often use
the term ex-post-facto research method the main characteristic of which isthat the
researcher hasno control over the variables; he can report only what has happened or
what ishappening. Used often for descriptive studies, most ex-post-facto research projects,
seek to measure such phenomenaas preferences of peopl e, frequency of shopping, or
similar data. The methods used in descriptive research include all kinds of survey,
comparative and correlation methods. Descriptive research attempts to determine,
describe or identify what is. The descriptive research uses description, classification,
measurement and comparison to describe what phenomenaare.

Ontheother hand, in analytical research, theresearcher usesthe information and
factsaready avail able, and analysesthem to makeacritical evaluation. Analytical research
attemptsto establish why it isthat way or how it cameto be. The analytical research
usudly concernsitself with cause-effect rel ationships.

For example, examining the changesin thefamily structureinmodern Indiaisan
exampleof descriptiveresearch; whileexplaningwhy and howthe nuclear family system
has become popular inthe country over timeisan example of analytical research.

Example of Descriptive and Analytical Research

Examining the fluctuations of USinternational trade balance during 1974-1995isan
example of descriptiveresearch; while explaning why and how UStrade balance move
inaparticular way over timeisan example of analytical research. Another example:
Starting from late 1986, the value of US Dollar value hassteadily increased against the
Japanese Yen and German Mark. Examining the magnitude of thistrend in the value of
USdollar isanother exampl e of descriptive research; while explaining how and why this
surgeinthevalue of the USdollar isoccuring. If one attemptsto explain how and why
thissurgein the value of US dollar isgoing to affect the US economy, aswell asthe
economies of Japan and Germany, thisisanother example of analytical research

1.4.2 Basic Research versus Applied Research

Research can be either fundamental (basic or pure) or action oriented (applied) research.
Fundamental research focuses on finding generalizationsand formulating theories. Itis
the research done for knowledge enhancement; the research which does not have
immediate commercial potential; and the research which isdonefor human welfare,
animal welfare and plant kingdom welfare. For example, research on theinstitution of
marriage came into being is an example of basic or fundamental research. Here the
main motivation is to expand man’s knowledge and not to create or invent something.
Basic research lays down the foundation for the applied research.

Applied research isdesigned to solve practical problem of the modern world,
rather than to acquire knowledge for the sake of knowledge. Itsgoal istoimprovethe
human condition. It focuseson analysisand solving social and real life problems. This
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research is usually conducted on large scale basis and is expensive. Thus, it often
conducted with the support of some financing agency like government, public
corporation, World Bank, United Nations Children’s Fund (UNICEF or United Nations
International Children’s Emergency Fund), University Grant Commission (UGC), etc.
Examples of applied research topicsinclude persuasi on, eyewitnessmemory, clinical
trestmentsof psychologicd disorders, behaviord interventionsfor childrenwith autism,
decision making, etc.

Example of Basic and Applied Research

Some examples of basic researches are given below:
- How did the universe begin?
- What are protons, neutrons and el ectrons composed of ?
- How do dimemoldsreproduce?
- What isthe specific genetic code of thefruit fly?
Some examples of applied researchesare given bel ow:
- Improveagricultural crop production.
- Treat or cureaspecific disease.
- Improvethe energy efficiency of homes, officesor modes of transportation.

1.4.3 Quantitative versus Qualitative Research

In social sciences, quantitative research isthe systematic empirical investigation of
quantitative properties and phenomena and their relationships. The process of
measurement isvital to quantitative research sinceit establishesfundamental connection
between empirica observation and mathematical expression of quantitativerel ationships.
In quantitative research, statistics is the most widely used branch of mathematics.
Statistical methods are used extensively for social, economic and commercial research.
Quantitativeresearch using statistical methodsbeginswith the collection of data, based
onthe hypothesisor theory. The study of the relationship between dietary intakeand
measurabl e physiological effects, such asweight loss, isan example of quantitative
research.

Qualitativeresearchisanon-qualitative type of analyss. It refersto the meanings,
definitions, characteristics, symbols, metaphors and description of things. It ismuch
more subjective and usesvery different methods of collecting information, primarily
individual, in-depth interviewsand focusgroups. In thistype of research, small numbers
of peopleareinterviewed in depth and or arel atively small number of focusgroupsare
conducted. Qualitative research can be further classified into many sub-types.
Phenomenology isatype of qualitative research in which the researcher attemptsto
understand how one or moreindividual sexperience aphenomenon. For example, if the
researcher interviews 25 victims of the Bhopal Tragedy about their experience of the
tragedy, it is a case of phenomenological research. Ethnography is another form of
qualitative research, which focuses on describing the culture of agroup of people. For
example, the researcher might decide to go and live with the tribal in the north-east
region of the country and study the cultureand the educational practicesprevalentinthe
region. Case study isalso aform of qualitative research that isfocused on providing a
detailed account of one or more cases.



Examples of Qualitative and Quantitative Research Meaning and Concepts of

Resear ch Methodology
Some examplesof qualitative researchesare given below:
- Apatient’s description of their pain rather than a measure of pain.
- Measuring product awareness. NOTES

- Perceptionsof domestic violence.
- Interactions between clientsand workersin apublic agency.
Some exampl esof quantitative researchesare given below:
- Clinicd trialsor the National Census, which counts peopleand households.

- Surveysregarding preferencestowards certain brandsor products, which givea
largemass of datathat can beutilized to arrive at conclusions.

- Percentage amounts of all the elements that make up earth’s atmosphere.
- Support for candidatein an el ection.

1.4.4 Conceptual versus Empirical Research

Conceptual research isthat related to some abstract idea(s) or theory. Itisgenerally
used by philosophersand thinkersto devel op new conceptsor to reinterpret existing
ones. Inaconceptual research, aconcept ischosen for examination, and the research
involves quantifying and tallying its presence. *Scoping of Vulnerability Definitions of
Polio’—the research done by the United Nations University Institute for Environment
and Human Security (UNU-EHS) isan example of conceptual research. Aspart of the
Global Pulse initiative’s design and development phase, the UNU-EHS conducted a
series of research to help the project gain a better understanding of how different
communities of practice use the term “Vulnerability’. As part of the research, UNU-
EHS analysed 76 definitions of vulnerability used by UN agencies, NGOs (Non
Governmental Organizations), scientific organizations and academia. In addition, the
Institute’s researchers scanned through 68 reports to draw out key lessons for the
devel opment of vulnerability indicator sets.

Example of Conceptual Research

The devel opment of psychoanalysisasascience and clinical practiceisan exampleof
conceptua research. Research hasclarified, formulated and reformul ated psychoanalytic
concepts permitting to better shape the findings emerging in the clinical setting. By
enhancing clarity and explicitnessin concept usageit hasfacilitated theintegration of
existing psychoanal ytic thinking aswell asthe devel opment of new ways of looking at
clinical and extra-clinical data.

Empirical research, on the other hand, relies only on real experiences and
observations. Itisdata-based research and itsconclus onscan be verified by observations
or experiments. Itisalso called experimenta type of research. Inempirical research, all
factsareobtained at first hand, at their source, and at times by stimulating the production
of desired information. To prove agiven hypothesis, the evidence gathered through
empirical studiesand experimentsisconsidered to bethe most powerful and accurate.
Research design variesby field and by the question being investigated. Many researchers
combine qualitative and quantitativeformsof analysisto better answer questionswhich
cannot bestudiedinlaboratory settings, particularly inthesocia sciencesandin education.
In somefields, empirical research may begin with aresearch question. For example:
‘Does listening to vocal music during the learning of a word list have an effect on later
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memory for these words?’ This question is tested through experimentation in a lab.
Usually, aresearcher hasacertain theory regarding the topic under investigation. Based
on this theory, some statements or hypotheses are proposed, for example, ‘listening to
vocal music has a negative effect on learning a word list’. From these hypotheses,
predictions about specific events are derived, for example, ‘people who study a word list
whilelistening to vocal music will remember fewer wordson alater memory test than
people who study a word list in silence’. These predictions are then tested with a suitable
experiment. Depending on the outcomes of the experiment, the theory on which the
hypotheses and predictionswere based will be supported or not.

Examples of Empirical Research

Some examplesof empirical researchesquestionsmay includethefollowing:

- What isthe effect of working during high school (or college) on GPA, i.e., Grade
Point Average?

- Arepoliceofficerscompensated for working in higher-risk environments?
- Do gun control lawsreduceviolent crimes?
- Isthereamarriage premium for professional athletes(or other typesof workers)?

1.4.5 Some Other Types of Research

All other typesof research arevariantsor combinations of the approachesjust discussed.
Research can a so be classified based on the conditionsin which researchiscarried out,
for example, the purpose of research, the environment in which research isdone, the
timerequired to accomplish research, etc. From thetime point of view, research can be
regarded either as one-time or longitudinal research. If theresearchisconfinedto a
singletime-period, it is called one-time research whereas the research carried over
several time-periods is considered as longitudinal research. Depending upon the
environment inwhich researchisto becarried out, it can betermed aslaboratory research
or field-setting research or smulation research. Clinical or diagnostic researchinvolves
using case-study methods or in-depth approachesinto the causesor events. Clinical or
diagnostic research methods al so use very deep probing datagathering devicesand very
small samplesto obtain the necessary data. Historical Research method useshistorical
sourceslike documents, archaeol ogical remains, archives, old information, etc., to study
past eventsand ideas, including theidesas, thoughts, philosophy of personsand groupsat
distant time periods. Conclusi on-oriented and decis on-oriented research are two other
classifications. In conclus on-oriented research, aresearcher isfreeto pick up aproblem,
redes gn theenquiry ashe proceedsand conceptuali ze as he seesfit. In decision-oriented
research, the researcher needsto take the decision-maker into confidence and take his
suggestions at every stage of hisresearch. Thishasto be completely focused.

1.4.6 Social Research

Society isan ama gamation of individualswith different needs, aspirationsand goalsin
life. However, social individual s are al so associated with each other through shared
interests, familial bondsand common objectives. Social researchisbasically research
conducted by social scientistsin order to analyse avast breadth of social phenomena.
Themethodsused in social research find their rootsin classical sociology and statistics.
Socia research methodsmay bedivided into two broad divisons. Theseare: Qudlitative
and Quantitative methods. While the former approaches social phenomenathrough
quantifiable evidence, the latter approaches social phenomenathrough observation,



communicationwith partnersand anal ys sof text. However, the choi ce of method depends
largely on what the scientist wishes to investigate. Prof. Bent Flyvbjerg of Oxford
University maintainsthat thedivide between the quality and quantity oriented campsin
socid researchisclearly unfortunate asgood research methods require acombination
of both.

Definitions

While C.A. Moser defines social research as: *Social research is a systematized
investigation to gain new knowledge about social phenomenon and problems’,
PV. Young maintains: ‘Social research is a scientific undertaking which by means
of logical methods, aim to discover new facts or old facts and to analyse their
sequences, interrelationships, casual explanations and natural laws which govern
them’

Objectivity in Social Research

Socia scientistsare often influenced by their biases, passions, likesand dislikesand
preconceived notions. Theseare seento interferewith the scientific objectivity that they
would need whileresearching on socia sciences. Objectivity isthe capacity to represent
truthfully and without prejudice, the results of one’s research. Asocial researcher needs
to beaware of hispersonal biasesand prejudices and take adequate care that these do
not affect the objectivity of the research. Max Weber, an exponent in social research
argued, that actually, the thoughts and beliefs of the researchers should affect their
topicsof study. However, the social scientist needsto bevalue-neutral oncetheresearch
guestion has been framed. Objectivity can be attained by sharing theresultsof research
with expertswho then may be askedto critically examinethem. In hisLogic of Scientific
Discovery (1959), Karl Popper maintained that confirmation and refutation are the
essence of scientific discovery. Social researchers publishtheir work so that their work
can be scrutinized by others. Journals have dedicated teams to decide whether the
researchmateria livesuptothestandard of thejournal and should, therefore, be published.
Oncearesearch material ispublished, other scholarslook at it critically, especially when
they do not agree with thefindings.

Some othersmay wishto replicate the study by changing the strategiesand settings
to check if the conclusion would remain the same.
Types of Sociological Researches

Sociologistsemploy avariety of methodsto learn about the socia world. These methods
arenot mutually exclusive. Since each research method has strengths and weaknesses,
agood research strategy may use severa of them. Appel baum and Chambliss (1997:40)
hold that the principal methodsof social researchinclude survey and fiel dwork.

Characteristics of Social Research

Social research possesses certain unique characteristics. Theseare:
- Socid researchisdirected towardsfinding solutionsfor social problems.

- It emphasi zesthe devel opment of generalizations, theoriesand principlesthat
help in predicting future occurrences.

- Itisprimarily based on empirical/observable experience.
- It requiresmeticul ous observation.
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- Though it may appear to be unsystematic, social research most often involves
carefully designed procedure

- It requires an expert researcher who is already acquainted with the previous
nuances of the problem.

- Itischaracterized by patient and unhurried activity.

1.5 RESEARCH METHODSIN SOCIAL SCIENCES

Science refers to organized knowledge, but this knowledge and these facts are
seldom conclusive. New experiences and additional information constantly change
previousfindingsand replace them with generalizationsthat confirm the latest bodies
of findings.

A stientificenquiry isaninvestigation or experiment carried out to dispel or confirm
various scientific theories. Most scientific enquiriesare done practically in laboratories
with specidized equipment.

The scientific method is based on techniques used to investigate phenomena,
acquire new knowledge or correct and integrate previous knowledge. Any method is
termed scientific when theinquiry isbased on experiential and computable evidences
subject to specific principlesof reasoning. As per theOxford English Dictionary, ‘The
scientific method is a method or procedure that has characterized natural science
since the 17th century, consisting in systematic observation, measurement, and
experiment, and the formulation, testing, and modification of hypotheses.’

Thekey characteristic of the scientific method isthat researchers can support a
theory when the predi ctions given for any specific theory are confirmed and challengea
theory whenitspredictions provefa se, even though proceduresdiffer from onefield of
inquiry to another. Theoriesthat include extensive domains of inquiry may combine
many independently derived hypothesestogether in alogical and supportive structure.
Theoriesaredevel oped on thebasisof scientificinquiry and arenormally intended to be
obj ective 0 asto reduce biased interpretations of results. The overall processof theory
development invol vesmaking assumptionsby defining hypothesesand deriving predictions
aslogical consegquences. The experiments are then carried out based on those defined
predictionsto establish whether the original assumption wascorrect. Thescientific method
stepsare used to establish atheory.

Objectives of Scientific Inquiry

The objective of ascientific inquiry isto acquire knowledge in the form of testable
explanationsthat can predict the results of future experiments. The more enhanced an
explanationisat making predictions, themorebeneficial it isin proving the predictions
that it iscorrect. The most successful explanationsthat €l ucidate and formul ate accurate
predictionsfor broad range of conditionsaretermed as scientific theories. The power of
atheory isrelated to how long it has persisted without distortion of itscore principles.

Scientific Enquiry Skills

Therearemany scientific enquiry skillsthat must be observed in order to devel op scientific
theory. Some of which areasfollows:

- Raigng/asking questions.

- Waysof enquiry.



- Predicting and hypothesizing.

- Making careful observations.

- Usingtools accurately and safely.

- Making arecord of evidenceto present their findings.

- Cong dering sgnificant evidences.

- Evaluating reliable evidencesand findings accurate results.

- Developingideasfrom evidence.

The same isthe case with social sciences. The scientific method can also be

applied to subjectsin socia sciences.
Sepsin Scientific Method

Thestepsinvolvedin scientific method are asfollows:

(i) Collection of dataas per the problem at hand, according to some adequate plan
and their systematic observation.

(i) Observations are made with awell defined purpose and they are recorded in
definiteterms.

(i) Classification and organization of dataon the basisof similarities, variations,
activities, causesand results.

(iv) Generalization of datafor the purpose of formulating principlesand theories. The
principlesand theoriesmust be specifically defined so that it can solvethe problems
intherelated field.

(v) Verification of generdizationsthrough controlled experimentsby tested prediction
of resultsand by repetition of experiments. Correlation coefficient of original and
verification of resultsisal so calculated and probable errorsare estimated. Itis
also determined whether the error liesin procedure or apparatus.

(vi) Assumptionsand limitationsare noted down onthebas sof verification of results.
(vii) Reportingtheresearchindetail.
(viif) Announcement of theresultsbeforethe general publicfor practical use.
Sepsin Scientific Process

The stepsinvolved in ascientific processare asfollows:

(1) Purposeful Observation: Observation should be accurate and extensive, and it
must be done under variouscontrolled conditions.
(i) Analysis-Synthesis: Thisincludethefollowing:
Theessential e ementsinaproblematic Situation must bepicked out by andysis.
Similaritiesaswell asdissmilaritiesmust beisolated.
Exceptionsareto be given special attention.
(i) Selective Recall: A widerange of experiencesisessential. These methods suffer
from thenormal errorscaused dueto poor memory of people (sample) and also

from selectiverecall onthepart of theindividua. Thememory followsaspecific
patternto recall certain factsand may forget some other.

(iv) Hypothesis: It isnothing but atentative solution to the problem. There may be
more than one sol ution depending on the nature of the problem.
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(v) Verification by I nferenceand Experiment: Hereonly onevariableismanipulated
and judgment is made on the adequacy and accuracy of data.

Redman and Mory define research as a ‘Systematized effort to gain new
knowledge’. According to Clifford Woody, ‘Research includesdefining and redefining
problems, formulating hypothesis or suggested solutions; collecting, organizing
and evaluating data; and making deductions’.

Scientific Theory

Theoriesare systematic statementsthat explain aparticular ssgment of phenomenon by
specifying certain relationship among variables.

Kerlinger has defined a theory as: *...Aset of interrelated constructs (concepts),
definitions and propositions that present a systematic view of phenomena by
specifying relationship among variables with the purpose of explaining and
predicting the phenomena’.

A theory can be explained on thebasis of following concepts:
(1) Theoryisaset of interrelated concepts, definitionsand propositions.

(i) Theinterrelated conceptsand definitionsin atheory help usto understand the
phenomenain asystematic manner.

(i) Theory establishesarelationship among variousvariablesin asystematic manner.
Withthehelp of thisrel ationship, we can predict thefuture nature of the phenomena.

(iv) A theory helpsustoformulate ahypothesison the basisof which futureresearch
can be based.

Social Science and Research

Research playsavery significant roleinthefield of social science. Inorder to study the
importance and rel ationship between social science and research, social researchis
conducted or undertaken. Theresearch that attemptsto measure, describe, explain and
predict the social and economic phenomenaor socia behaviour of human beingsis
known as ‘social research’.

Oneof themain objectivesof conducting social researchistofind out information
about the behaviour of an individual and solutionsto the problemsrelated to human
relations. The outcome of socia research providesthefollowing benefits:

- It helpsprofessionasin earning their livelihood.

- It hel psstudentsin knowing how to write areport for variousfindings.
- It helpsphilosophersto think on wider new perspectives.

- It helpsin developing new stylesfor creativework.

In order to conduct socia research and examinethe socia life of human beings,
social scientists use different methods. ‘Quantitative’ and ‘Qualitative’ are the two
methods of research that are generally used by social scientiststo conduct aresearch.
In quantitative method, numerica dataiscollected and then analysed in order to measure
the social phenomena. Qualitative method isbasically the study of data, such aswords,
picturesand objects. However, thedata coll ected with the hel p of thismethod isnot very
effective and cannot be generalized very easily.

Socid researchisvery helpful for acountry asit hel psthe government to explore
thefollowing:



- Socia and Economic Structures.

- Socid Attitudes.

- Socid Valuesand Behaviours.

- FactorsMotivating Individual sand Groups of aSociety.

Researchers share a close relationship with government analysts, such as
economists, statisticians and operational researchers. The relationship between
researchers and government analystsisvery much essential in order to find out high
quality research data. Social research alsoinformsabout devel opment, implementation
and evaluation of awiderange of government policies.

Social research aso hel psto examine the consequences of government policies

and economic changesin an organization, and the effects of globaization and itsimpact
onsmall-scaleand cottage industries.

Resear ch Planning

An organization, in order to conduct aresearch initswork environment, hasto first
prepare aresearch plan. Research planning hel psdesign aresearch plan, which consists
of information related to the process of implementing aresearch. Organizationsdesign
research plan to gain knowledge about the market value of their products, servicesand
programmes. The more effective and efficient the research plan, the shorter isthetime
to completetheresearch. An efficient research plan must focus on the mai n objective of
theresearch.

Types of Research Planning
There are several types of planning that helpsin implementing aresearch. Thetwo
major types of research planning are asfollows:

(i) Primary: Itinvolvescollecting the dataabout agiven subject through various
research methods, such assurveys, interviews and observations, and analysing
thedatato useitsfindingsand resultsfor planning. Primary research can be used
for business, personal and academic purposes.

(i) Secondary: Itinvolvesevaluating theresultsof primary research planning. It
providesabroader perspective and containsreferenceto therelevant documents
related to primary research planning.

Resear ch Planning Consider ations

Thefollowing considerationsare to be kept in mind while planning aresearch:
- The purposefor which theresearch isbeing done.

- Theaudiences, such asbankers, employeesand customersfor whomtheresearch
isbeing done.

- Theinformation that isneeded to make the decision for planning aresearch.

- The sources, such asemployeesand customers from which information should
be collected.

- Theway inwhichinformationiscollected. For example, questionnaires, interviews
and observing staff helpsin collecting theinformation.

- Theaccuratetimeinwhichinformationisto be collected and anal ysed.
- Therequirement and availability of resourcesfor collecting theinformation.
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Designing a Research Plan

A research plan isdesigned to perform the research efficiently. To design aresearch
plan, you need to perform thefollowing steps:

(i) ldentifyingthe Need of the Resear ch: Thefirst stepin planning aresearchis
toidentify the need of the research. The objective of identifying the problem must
be clearly stated; otherwise, the objective of the research cannot be achieved.
Beforeimplementing theresearch, aresearcher must have an adequate knowledge
of theareain which theresearchisto bedone. By acquiring adequate knowledge
inaspecific area, aresearcher can easily identify the problem efficiently.

(i) Selecting the Research Method: A researcher uses all research methods to
collect dataand determine the most appropriate method. Selecting theright method
enablestheresearcher to collect datain the right manner and plan the research
without any difficulty. A researcher must be confident about the methods used
andthefindings.

(i) Collecting Data: Datacollectionisaprocessof systematic gathering of datafor
aparticular purpose. Thevarious sourcesthat can beused for collecting dataare
interviews, questionnairesand existing records. Aninterview isadatacollection
techniquethat involvesoral questioning one by oneor asagroup. A questionnaire
isanother datacollection techniquein which written questionsare presented to
the peoplewhich areto beanswered by them. Existing recordstechniqueinvolves
collecting data by using already available data collected by other researchers.
Thissavestime and reducesthe chances of errors.

(iv) Analysing the Collected Data: It is a process of applying some systematic
techniquesto evaluate the data. A good researcher startsthinking how he/shewill
analysethe data, long beforethe dataisactually analysed. The analysed datais
then used for implementing the research.

(v) Documenting the Analysed Data: The last and the most important step in
planning aresearch isthe documentation of the findingsfrom the analysed data.
The money and thetimeincurredintheresearch project arewasted if thefindings
are not documented or communicated effectively. It isvery important to provide
the collected information to other researchers so that they can check if thereis
any error inthefindings.

1.6 ROLE OF SOCIAL RESEARCH

Research playsavery sgnificant rolein social sciences. Inorder to study theimportance
and relationship between social science and research, social researchisconducted or
undertaken. The research conducted to measure, describe, explain and predict the social
phenomenaof human beingsisknown as social research. Gathering information about
human behaviour and finding solutionsto human relations-related problemsisoneof the
important objectives of social research. The outcomes of social research providethe
following benefits:

1. Ithelpsprofessionasearntheir livelihood.

2. It helpsstudentsin knowing how towriteareport for variousfindings.
3. It helpsphilosophersin new thinking.

4. 1t helpsdevelop new stylesfor creative work.



Inorder to conduct asocial research and examinethesocial life of human beings,
socid scientistsusedifferent methods. Quantitative and quaitative are thetwo methods
of research that are generally used by social scientists to conduct a research. In
quantitative method, numerical dataiscollected and then analysed in order to measure
social phenomena. Qualitative method isbasically the study of data, such aswords,
picturesand objects. However, the data collected with the hel p of thismethod isnot very
effective and cannot be generalized very easily.

Social researchisvery helpful for acountry asit helpsthe government explore

thefollowingthings:
1. Socia and economic structures.

2. Socid attitudes.

3. Socia valuesand behaviours.

4. Factorsmotivating theindividualsand groupsof asociety.

Researchers share a close rel ationship with the government analysts, such as
economists, statisticians and operational researchers, whichisnecessary for getting

data of a high quality. Social research also provides information pertaining to the
devel opment, implementation and eval uation of government policies.

Social research a so hel psexamine the consequences of government policiesand
economic changesin an organization and the effects of globalization and itsimpact on
small-scale and cottageindustries.

1.7 SIMILARITIESAND DIFFERENCESBETWEEN
SOCIAL SCIENCE RESEARCH AND BUSINESS
RESEARCH

‘Social Science Research’ istheresearch, that is, generally accomplished by social

scientists. Socid scientistsconduct theseresearchesin asystematic plan. But theresearch
methodsof social sciencevary along aquantitative/qualitative dimension. Inorder to
analyse avast breadth of social phenomena, avast range of methods are employed by
thesocial scientists. Socia phenomenaincludesthe survey from dataof censusderived
from millions of people to the in-depth analysis of a single agents’ social experiences as
well asit alsoincludesmonitoring of contemporary streets, to theinvestigation of ancient
historical documents. The methods of social scienceresearch arerooted in classical

sociology. But it should be noted that statistics have formed the basisfor researchin
other disciplines, suchaspolitical science, mediastudies, program evaluation and market
research. For some particular research techniquessocia scientistsaredivided into camps
of support. Insocial scienceresearch method both qualitative and quantitative approaches
involve a systematic interaction between theory and data. Very often the choice of
method depends mainly on what the researcher intendsto investigate. For example,
across the whole population a researcher may concern with drawing a statistical

generalization which may administer asurvey questionnaireto arepresentative sample
population. A researcher who seeksfull contextual understanding of social actionsof an
individual may choose ethnographi ¢ partici pant observation or open-ended interviews.
These studieswill be commonly combined or triangul ate, quantitative and qualitative
methods as part of amulti-strategy design.

‘Business Research’ is a systematic method and a scientific procedure of data
collection, compilation, analys's, interpretation and implication pertaining to any busness
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problem. Business research helps the decision-maker by providing the scientific
information. Bus nessresearch elther substantiatestheintuitiveknowledge of thedecison-
maker or opensthe doorsof new acquired knowledge in ascientific manner. In 2007,
Zikmund defined the business research as ‘ The systematic and objective process of
gathering, recording, and analysing data for aid in making business decisions’. In
2009, Cooper and Schindler defined business research as a * Systematic enquiry that
provides information to guide managerial decisions’.

In businessresearch the data collection procedureisconductedin ascientificand
systematic manner which meansthat data cannot be collected haphazardly aswell as
the datacollection cannot beinitiated abruptly. In general, businessresearch refersto
any typeof researching done when starting or running any kind of business. For example,
garting any typeof businessrequiresresearchinto thetarget cuscomer and the competition
to create abusiness plan.

Business research involves establishing objectives and gathering relevant
information to obtainthe answer to abus nessissue. Businessresearch can be conducted
to answer abusiness-related question, such as: What isthe target market of the product?
Business research can also be used to solve a business-related problem, such as
determining how to decreasetheamount of excessinventory on hand. Adequate planning
and informati on-gathering are essential to deriveresultsfor your business.

Busi nessinformation can be gathered primarily during businessresearch. Such
information can be exploratory or specific. Exploratory information definesaspecific
problem and is obtained through open-ended question-and-answer sessions conducted
with small groups. When exploratory information identifiesaproblem, possible solutions
are obtained from specific data. Specific information gathering is costly and time-
consuming, has a precise scope and requires a formal and structured approach to
interviews. An exampleof primary researchisthe submission of direct mail questionnaires
or online surveys; these usually include an added incentive, such asadiscount onthe
individual’s next purchase.

Secondary bus nessinformation isobtained from third-parties, such asgovernment
agencies, mediasources and trade associations. Thistype of information iseasier to
obtain, requires less effort and can be cost-effective, as long as the source of the
informationisreliable. For example, statisticsfrom government agencies, such asthe
USCensusBureau and the Smal BusinessAdminigration, provideawed th of information
that can be used to obtain answersto your businessresearch questions.

1.8 SUMMARY

- Researchisdonetofind the solution to aproblem, or to know moreabout something,
or to know new things.

- Scientific research involves systematic, controlled, empirical and critical
examination of ahypothesisor proposition about the rel ationsin aphenomenon.

- Thevarioustypesof research are: descriptive, analytical, applied, fundamental,
conceptua, empirica, quantitative and qualitative research.

- Research involves devel oping a scientific temper and logical thinking. The
significance of research-based answers can never be underestimated.

- At thevery beginning of research, theresearcher must clearly definetheresearch
problem, i.e., theareaof interest, the matter to beinquired into, etc.



- After conducting the research, the researcher hasto prepare the report of what
has been studied. Report must be written with great care.

- Interpretation of any research should be done keeping in mind the flawsinthe
procedural design and the extent to whichit hasan effect on theresults.

- Thevalidity and reliability of the dataused in research should be double checked.

- Theroleof researchisespecialy important in thefiel dsof Economics, Business,
Governance, etc. Theresearch hel psin finding sol utionsto problemsencountered
inred life.

- Linear modelsof research process describe different chronological stepsor tasks
to be carried out in pursuing aresearch project.

- Circular models of research process describe research asan iterative process,
analogoustolearning.

- Ingtead of selecting asample, the complete collection method isused in qualities
research. The sampleispre-determined by certain criteria, e.g., acertain disease,
age, gender, region, marital status, etc.

- The object of sampling strategiesisto provide richness of information. It also
hel psin obtaining relevant information. It isan intense attempt at datasampling.

- Sampling decisionscannot be madeinisolation. Theappropriatenessof the content
and the strategy together determinethe selection.

- Interviews should be non-directive, specific, average, in-depth and should have
personal context and content.

- Researchisof specia significancein the operational and planning processes of
businessand industry. Thelogical and analytica techniquesare applied to business
problemsto maximize profitsand minimize costs.

- Motivational researchisanother key tool in understanding consumer behaviour
and health rel ated issues.

- Respongiblecitizenship concerns can be addressed through good research findings.

- Socid relationshipsinvolvingissueslikeattitudes, interpersona helping behaviour,
environmental concernslike crowding, crime, fatigue, productivity and other
practical issuesareall capable of being addressed well by scientific research.

- Theresearch processfollowsaparticular order. The stepsinclude-formulating
the research problem; extensive literature survey; development of aworking
hypothesis; preparing the research design; determining sampledesign; collecting
the data; execution of the project; analysis of data; hypothesis-testing;
generdizationsandinterpretations.

- Social researchisbasically research conducted by social scientistsin order to
analyse avast breadth of social phenomena.

- Themethods used in social research find their rootsin classical sociology and
statistics. Social research methods may be divided into two broad divisions:
qualitative and quantitative methods.

- Qualitative method of social research approaches social phenomenathrough

quantifiableevidence, whilethe quantitative method approachessocia phenomena
through observation, communication with partnersand analysisof text. Thechoice
of method dependslargely on what the scientist wishesto investigate.
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- Sciencerefersto organized knowledge, but thisknowledge and thesefactsare

seldom conclusive. New experiencesand additional information congtantly change
previousfindings and replace them with generalizationsthat confirm thelatest
bodiesof findings.

- A scientificenquiry isaninvestigation or experiment carried out to dispel or confirm

various scientific theories. Most scientific enquiries are done practically in
labouratorieswith specialized equipment.

- The scientific method is based on techniques used to investigate phenomena,

acquire new knowledgeor correct and integrate previousknowledge. Any method
istermed scientific when theinquiry isbased on experiential and computable
evidences subject to specific principlesof reasoning.

- Thekey characterigtic of the scientific method isthat researchers support atheory

when the predictionsgiven for any specific theory are confirmed and challengea
theory when its predictions provefalse, even though proceduresdiffer from one
field of inquiry to another.

- Theobjectiveof ascientificinquiry isto acquireknowledgein theform of testable

explanationsthat can predict theresultsof future experiments. The more enhanced
an explanation isat making predictions, the more beneficial itisin provingthe
predictionsthat it iscorrect.

- Theories are systematic statements that explain a particular segment of

phenomenon by specifying certain relationship among variables.

- Research playsavery significant rolein thefield of social science. In order to

study theimportance and rel ationship between social scienceand research, socia
research isconducted or undertaken.

- Theresearch that attemptsto measure, describe, explain and predict the social

and economic phenomena or social behavior of human beings is known as “Social
Research’.

- Inorder to conduct socia research and examinethe social life of human beings,

social scientistsuse different methods. Quantitative and qualitative arethetwo
methods of research that are generally used by social scientists to conduct a
research. In quantitative method, numerical dataiscollected and then analysedin
order to measurethe social phenomena. Qualitative method isbasi cally the study
of data, such aswords, picturesand objects.

- Anorganization, in order to conduct aresearch initswork environment, hasto

first prepare aresearch plan. Research planning hel ps design aresearch plan,
which consistsof information rel ated to the process of implementing aresearch.

- Research playsavery significant rolein social sciences. In order to study the

importance and rel ationshi p between social scienceand research, socia research
isconducted or undertaken.

- Inorder to conduct asocia research and examinethe socia life of human beings,

socia scientistsuse different methods.

- Researchers share a close rel ationship with the government analysts, such as

economists, satisticiansand operational researchers, whichisnecessary for getting
dataof ahigh quality. Social research al so providesinformation pertaining to the
devel opment, implementation and eval uation of government policies.



- Social research also hel ps examine the consequences of government policiesand Meaning and Concepts of

economic changesin an organi zation and the effects of globalization and itsimpact Research Methodology
onsmall-scaleand cottage industries.
- Socia scienceresearchincludetheresearcheswhich are generally accomplished NOTES

by social scientists. Social scientists conduct these researchesin asystematic
plan. But the research methodsof socia sciencevary dongaquantitative/qualitative
dimendon.

- Socia phenomenaincludesthe survey from dataof censusderived frommillions
of people to the in-depth analysis of a single agents’ social experiences as well as
it al soincludesmonitoring of contemporary streets, to theinvestigation of ancient
historical documents.

- Business research is a systematic method and a scientific procedure of data
collection, compilation, analysis, interpretation and implication pertaining to any
business problem. Businessresearch hel psthe decision-maker by providing the
scientificinformation.

- Inbusinessresearch the data collection procedureisconducted in ascientificand
systematic manner which meansthat data cannot be collected haphazardly as
well asthedata collection cannot beinitiated abruptly. In general, busnessresearch
refers to any type of researching done when starting or running any kind of
business.

1.9 KEY TERMS

- Fundamental resear ch: Focuses on finding generalizationsand formulating
theories

- Applied resear ch: Aimsat finding asolution for animmediate problemfacinga
society or abusiness/industria organization

- Conceptual resear ch: Concerned with some abstract theoriesand ideas

- Empirical resear ch: Reliesonly onreal experiencesand observations

- Quantitative approach: The dataisin the form of quantities which is then
subjected to mathematical and statistical approaches

- Qualitative approach: Deaswith datathat cannot be strictly quantified, for
example, opinions, tastesand attitudes

- Social resear ch: Conducted by socia scientistsin order to analyseavast breadth
of socia phenomena

- Scientificenquiry: Itisaninvestigation or experiment carried out to dispel or
confirm variousscientific theories

- Collectingdata: Itisaprocessof systematic gathering of datafor aparticular
purpose

- Social scienceresearch: Itistheresearch, that is, generally accomplished by
socia scientistsinasystematic plan

- Businessresear ch: Itisasystematic method and a scientific procedure of data
collection, compilation, analysis, interpretation and implication pertaining to any
businessproblem
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1.10 ANSWERS TO ‘CHECK YOUR PROGRESS’

. A researchisbased onempirical data.

2. Critical successfactor analysisand employer branding are some of the emerging

10.
. Thescientific method isamethod or procedure that has characterized natural

13.

14.

15.

16.
17.

areaswhere HR researchisbeing carried out.

. No, the method of research doesnot changewith the functional area.
. Themaintext of aresearch report should haveintroduction, summary of findings,

main report, conclusion and suggestionsfor future research.

. Qualitative research follows an inductive research process and involves the

collectionand analysisof qualitative datato searchfor patterns, themesand holistic
features.

. Themain objective of the sampling strategiesisto providerichnessof information.
. A focusgroupisaform of qualitative research in which agroup of people are

asked about their perceptions, opinions and beliefstowards a product, service,
concept, advertisement, ideaor packaging.

. Themain characteritic of the ex-post-facto research method isthat the researcher

hasno control over the variables; he can report only what has happened or what
ishappening.

. “‘Scoping of Vulnerability Definitions of Polio’ is a research done by the United

Nations University Institute for Environment and Human Security (UNU-EHS)
and isan example of conceptual research.

Empirical researchrelieson (i) Real experiencesand (ii) Observations.

science sincethe 17th century, cons sting in systemati c observation, measurement,
and experiment, and theformul ation, testing, and modification of hypotheses.

. Theobjectiveof ascientificinquiry isto acquireknowledgein theform of testable

explanationsthat can predict the results of future experiments.

Redman and Mory define research as a ‘Systematized effort to gain new
knowledge’. According to Clifford Woody, ‘Research includes defining and
redefining problems, formulating hypothesi s or suggested solutions; collecting,
organizing and evaluating data; and making deductions’.

Social researchisvery hel pful for acountry asit helpsthe government to explore
thefollowingthings.

Socia and economic structures.

Social attitudes.

Social valuesand behaviours.

Factorsmotivating individua sand groupsof asociety.

Two major types of research planning are primary research and secondary
research.

A research planisdesigned to perform the research efficiently.

Socia phenomenaincludesthe survey from dataof censusderived from millions
of people to the in-depth analysis of a single agents’ social experiences as well as



18.

it al soincludesmonitoring of contemporary streets, to theinvestigation of ancient
historical documents.

In 2007, Zikmund defined the business research as ‘ The systematic and objective
process of gathering, recording, and analysing datafor aid in making business
decisions’.

1.11 QUESTIONSAND EXERCISES

Short-Answer Questions

© 0O N O U A WN P

S

. Definetheterm research.
. What arethe objectivesof research?
. List the decision areaswhereresearch studiesare carried out.

Onwhat assumptionsisconverson analysisbased?

. What do you understand by phenomenol ogy?

. What arethe key characteristics of scientific method?
. Definetheterm hypothesis.

. What are the benefits of social research?

. What do you mean by research planning?

. What do you mean by social scienceresearch?

11. Giveanexampleof social research.

12.

13. What isthemain objective of businessresearch?

Definetheterm businessresearch.

Long-Answer Questions

1

Discussthe objectivesand significance of research. Also explain thesignificance
of research in businessdecisions.

. Writeadetailed note on the research process.
. Differentiate between qualitative and quantitative research giving suitable

examples.

4. Write acomparative note on the varioustypes of research.

[6)]

© 00 N O

S E

. Describe the functions and significance of research methodsthat are used in

social sciences.

. Explain the stepsthat are conducted in scientific method.

. Discussthe objectivesof social science and social research.
. Describethe varioustypes of research planning.

. Explain how aresearch plan can be designed.

10.
. Explainthefunctionsof social scienceresearch.
. Discusstherole of businessresearch.

Discusstheroleof socia research.
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2.0 INTRODUCTION

Inthisunit, youwill learn about the specificaion of research design. A research designisa
conceptual framework for conducting research. Before embarking on aresearch, itis
imperativethat aresearcher preparesadesignfor hisresearch. Thisisthebasic blueprint
on which will rest al hisfuture course of action. Research design aswell as sample
srategy or sampledesign form very crucial componentsof aresearch process. A research
design can be defined as a plan and a systematic procedure for collecting the dataand
performing analysis on that data for the purpose of research. In social research too, a
social scientist needsto prepareadesign that providesadirectionfor analysing theproblem,
preparingasample, collectingdatafrom the sample, andysing thisdataand finaly gathering
inference from the process. A research design dependsto alarge extent on the type of
research study that isbeing conducted. If the research study is exploratory, then major
emphasisisonthediscovery of ideas. Theformation of two smilar groupsthet areequivaent
to each other isensured by randomly assigning peopl e or participantsinto two groupsfrom
acommon pool of peopleor participants. A conclusiveresearch desgnismorestructured
and formal than an exploratory research design becauseitisbased onlargerepresentative
samplesand the data obtai ned i ssubjected to quantitative analys's.

Research design providesthe detail sfor how aresearch study issupposed to be
performed. A good research design will ensurethat theinformation gathered isrelevant
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to theresearch questionsand a so that it was collected economically and objectively.
The basi c requirement of agood research isto provide aframework and guidelinesto
theresearchersin themost accurate and efficient manner. Research design, thus, plays
apivotd roleintheentireresearch processand can beclassified into exploratory research
design and conclusive research design. The conclusive research design is further
categorized into descriptive and casual research. Descriptive research hastwo sections
— cross-sectional design and longitudinal design. The cross-sectional design is classified
into sSinglecross-sectional design and multi cross-sectiona design. Finally, youwill learn
about experimental designin detail.

2.1 UNIT OBJECTIVES

After going throughthisunit, youwill beableto:
- Understand the significance of research design
- Defineresearch design and explain its concepts
- Assessthe need for formulating aresearch design
- Understand the varioustypes of research designs
- Formulateand classify research design
- Discussexploratory, descriptive and experimental research designs

2.2 FEATURES OF GOOD DESIGN

Whatever be the type of research one undertakes, certain common criteria of good
scientific methods have to be followed. A good research followslogical methods, is
systematic, and structured in accordance with well defined setsof rulesand practicesto
enabletheresearcher in arriving at dependabl e conclusions. Both, deductivereasoning
andinductivereasoning, should befollowed for meaningful research.

Good research a so impliesobtaining reliable datawhich provides sound vaidity
totheresearch findings.
Thefollowing principlesunderlieagood research criteria
- Theaim and objective of the research being conducted should be clearly
specified.
- Theresearch procedure should bereplicable so that if the research needs
to be continued or repeated, it can be doneeasily.
- Theresearch design should be so chosen that theresultsare asobjective as
possble.
- Interpretation of any research should be done keeping in mind theflawsin
the procedural design and the extent towhich it hasan effect ontheresults.
- Research should be carried out systematically. It should progressin pre-
defined stages, and researchersshould avoid using their intuition or guesswork
toarriveat conclusons.
- Research should belogical sothat it ismeaningful, and helpin decision-
meaking.
- Research should be empirical asfar aspossible.



- The results of the research should only be used and generalized for the
population for which the data provides an adequate basis.

- Thevdidity andreligbility of thedataused inresearch shoul d bedouble checked.

- Further, good research produces results that are examinable by peers,
methodol ogiesthat can bereplicated, and knowledge that can be applied to
real world situations.

2.3 RESEARCH DESIGN

The meaning and concepts of research design are discussed asfollows:

2.3.1 Meaning and Concepts of a Research Design

A research designisaconceptual framework for conducting research. Itisablueprint
for collecting, measuring and analysing data. Research designs deal with the What,
Where, When and How of aninquiry. Several questionsinthefollowinglist haveto be
answered before starting aresearch work.

- What isthe study and who isdoing the research?

- Why isthe study being conduced?

- Wherewill it bedone?

- What type of dataisto be collected?

- What isthetimeframefor the study?

- What techniqueswill be used for data collection?

- How will it beanalysed?

- What kind of report will be prepared?

- What will bethe costsinvolved?

- Who arethe personnel for doing the study?

K eeping thesein mind, the design can be sub-divided into specific areasfor clarity:

- Sampling Design: Methods of selecting theitemsfor observation for the study.

- Observational Design: The conditionsunder which the observationsareto be
carried out.

- Satigtical Design: The datagathering and analysis methods.

- Operational Design Features: Theentire procedurefor carrying out the study.

2.3.2 Hypothetical Research Design

Once you have established the what of the studly, i.e., the research problem, the next
stepisthe how of the study, which specifiesthe method of achieving the stated research
objectivesin the best possible manner.

Asstated earlier, different paradigms will guide the selection of the gamut of
techniquesavailable. These differencesin approach haveled to varying definitions of
what constitutesaresearch design.

Green et al. (2008) definesresearch designsas,

“The specification of methods and procedures for acquiring the information needed.
It is the overall operational pattern or framework of the project that stipulates
what information is to be collected from which sources by what procedures. If it is
agood design, it will insurethat the information obtained isrelevant to the research
questions and that it was collected by objective and economical procedures’.
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Thyer (1993) statesthat,

‘A traditional research design is a blueprint or detailed plan for how a research
study is to be completed—operationalizing variables so they can be measured,
selecting a sample of interest to study, collecting data to be used as a basis for
testing hypotheses, and analysing the results’.

Theessentia requirement of thedesignisthusto provideaframework and direction
totheinvestigation in the most efficient manner. Sellitzet al. (1962) state that

‘A research design is the arrangement of conditions for collection and analysis of
data in a manner that aims to combine relevance to the research purpose with
economy in procedure’.

Oneof the most comprehensiveand holigtic definition hasbeen given by Kerlinger
(1995). Herefersto aresearch design as,

‘.....aplan, structure and strategy of investigation so conceived as to obtain answers
to research questions or problems. The plan is the complete scheme or programme
of the research. It includes an outline of what the investigator will do fromwriting
the hypotheses and their operational implications to the final analysis of data’.

Thus, the formulated design must ensure three basic tenets:

(a) Convert theresearch question and the stated assumptions/hypothesesinto
operational variablesthat can be measured.

(b) Specify the processthat would be followed to complete the abovetask, as
efficiently and economically aspossible.

(c) Specify the “‘control mechanism(s)’ that would be used to ensure that the
effect of other variablesthat could impact the outcome of the study have
been controlled.

Theimportant consideration isthat none of these assumptions can beforegone;
all of them must be addressed succinctly and adequately inthedesignfor it to beableto
lead on to the methodsto be used for collecting the problem-specificinformation. Thus,
it followsthe problem definition stage and precedes the data coll ection stage. However,
thisisnot anirreversible step. Sometimeswhen theresearcher isoperationally defining
thevariablesfor study, it might emergethat the research question needsto berestructured
and consecutively the gpproach for data coll ection a so might oscillatefrom the quantitetive
tothequalitativeor viceversa.

At thisjuncture, one needsto understand the distinction between research design
and research method. Whilethe design isthe specific framework that has been created
to seek answersto the research question, the research method isthe techniqueto collect
theinformation required to answer the research problem, given the created framework.

Thus, research designshave acritical and directiveroleto play intheresearch
process. The execution detail sof the research question to beinvestigated arereferred
to astheresearch design.

Features of a Good Research Design

Theimportant features of agood research design arethat it is:
- A planthat identifiesthe resourcesand the type of information needed.
- The dtrategy for gathering data.
- An estimate of time, costs, etc.



So, the research design needs to have a clear research problem procedure for
datacollection, the population to be studied and the type of dataanalysisthat hasto be
carried out.

Need for a Research Design

For smooth conduct of the study, for efficient datagathering and analysisand for economy
and effectiveness, research designs must be planned well in advance and with great
care. Good designshelpto obtainreliableresults.

Characteristics of Good Design

- It should seek to minimize biasand maximizereliability of thedataobtained.
- It should give theleast possible experimenta error.
- It should be asobjective aspossible.

No single design should be used for all typesof research problems. Reporting on
the purpose of the study, the type of data needed and other considerationsdeterminethe
designto bechosen.

2.3.3 Formulation of Research Design

Once the researcher has identified the research scope and objectives, he has aso
established his/her epistemological position. This could be positivistic—in which case
the method of enquiry would necessarily be scientific and empirical . Subsequently, this
would require astatistical method of analysis (Ackroyd, 1996). The constructivistson
the other hand argue for methods that are richer and more applicable to the social

sciences, unlike the more pedantic experimental approach. Qualitativeisamoredefinitive
choice herethan the quantitative (Atkinson and Hammerd ey, 1994). Yet another approach
isthe principle of triangulation (Jick, 1979), which advocates the ssmultaneous or a
sequential useof the quditative and quantitative methodsof investigation. The proponents
state that when the findings from diverse methods are collated, then the results are
richer, moreholisticand this, in turn, improvesthe sanctity of theanalysis.

Theformulated research questionsare then, through acomprehensivetheoretical
review, put into apractical perspective. The conceptual design thus devel oped requires
and entail sspecificationsof the variablesunder study aswell asapproach totheanalyss.
Thismight in turn lead to arefining or rephrasing of the defined research questions.
Thus, the formulation of the research design is not a stagnant stage in the research
process, rather, it isan ongoing backward and forward integrated processby itself.

An Illustration: Let ustake the example of the organic food study. The formul ated
research problemwas:

Toinvestigate the consumer decision-making processfor organic food products
and to segment the market according to the basket size.

On conducting an extensive review of theliterature, it was found that organic
consumptionisnot alwaysaself-driven choice; rather, it could be the seller who might
influencethe product choice. Thus, aresearch design wasformulated to sudy theorganic
consumer’s decision stages. However, once the design is selected and a proposed sampling
planisdevel oped, the next step required isthat the constructs and the variablesto be
studied must be operationalized. On defining the organic consumer, werealized the
significance of the psychographics of the individual—the attitude, interest and opinion—
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which were extremely critical. Thus, to get a holistic view, one needsto look at the
psychographic profile of the existing consumer, aswell asof the potential consumer with
asmilar mindset. Thisledto arevision of theresearch question:

Toinvestigate the consumer decision-making processfor organic food products

and to segment the market—existing and potential—according to their psychographic
profile.

2.3.4 Important Elements of Research Design

Theelementsof research design are asfollows:

1

Dependent and | ndependent Variables: A variableisany unit that can have
different quantitative values, e.g., height, loudness, etc. Qualitative units are
attributes, e.g., honest, extroverted, shy, etc. Largely quantitative variablesare
continuous, e.g., age is a continuous variable while ‘students’ is a non-continuous
variable.

(&) Anantecedent variableisanindependent variable.

(b) A consequent variableisadependent variable.

(c) Heightisavariable dependent on agewhere ageisan independent variable

(d) Heightissex related, so height isadependent variable.

(e) Ageand sex areindependent variables.

(f) Behaviour changes as afunction of the manipulation is an independent
variable.

(9) Thelndependent Variable(1V) istheonethat ismanipulated. Itisunder the
control of the experimenter, generaly. This variable is also called the
experimental variable. Theeffect of the experimental variableisreflected
on the dependent variable, e.g., knowledge of resultsimproves|earning.
Here providing knowledge of resultsare theindependent variablesand the
improvement inlearning isthe Dependent Variable (DV's).

ExtraneousVariables: Variablesunrelated to the study but having aninfluence
on the dependent variable are called extraneous variables. Examination resul ts
studied to be afunction of the methods of studying. Results are DVs and the
methods of study arelVs. However, intelligence also playsapart in theresults.
Thisbecomesan extraneousvariable, and affectsthe outcome. Such aninfluence
isknown asthe experimental error.

Control: Thisimpliesany attempt to minimizetheinfluence of the extraneous
factor(s) or variable(s). The attempt isto keep the experimental conditionswell
controlled.

Confounding or Compounding I nfluence: When the external factors cannot
be controlled, they are thought to compound the outcome(s).

Research Hypothesis: When a hypothesised relationship is to be tested
scientificaly, itiscalled hypothes stesting. A hypothes sisahunch. It should have
onelV andone DV, aspart of thedesign.

Experimental and Non-Experimental Hypotheses Testing Resear ch:
When ahypothesisisto betested, it isknown asahypothesistesting research.
Herethe experimental variableismanipulated. When thelV isnot manipulated, it
iscalled asnon-experimental hypothesistesting research. For example, how age
affectsmemory. Here people of different agesaretested onamemory task. The



memory isdetermined by cal culating a coefficient of correl ation between the sets
of obtained scores. Thisisanon-experimental hypothesistesting research.

7. Experimental and Control Groups. Thecontrol group isexposed to theregular
conditions. The experimental group isexposed to the experimental variable. The
experimental group receivesthe experimenta variable. Thisenablescomparison
intermsof the outcome on the dependent variable.

8. Treatments. The conditions under which the two groups are studied is the
treatment procedure.

9. Experiment: The procedurefor testing ahypothesisor attemptsto establish the
veracity of arelationshipisknown asan experiment.

10. Experimental Unit(s): The predetermined block or conditionswhere different
treatmentsare applied iscalled an experimental unit.

2.3.5 Different Research Designs

Designscan be categorized as:

(a) Exploratory Study Design

(b) Descriptive Study Design

(c) Diagnostic Study Design

(d) Hypothesis-Testing Study Design
Exploratory Study Design: The purpose hereisto do apreliminary study to beable
to formulate aresearch design later. Such adesign needsto beflexibleto be altered,
depending on what the explorations yield. These designs are based on survey of
the literature, survey of the experiences encountered and analysis of insights or
intuitions.

Explanatory research focuses on why questions. For exampl e, research on why
the crimerateishighinacountry, why sometypesof crimeareincreasing or why the
rateishigher in some countriesthan in othersisan explanatory research. Answeringthe
‘why’ questions involves developing causal explanations, which argue that a phenomenon
(for example, income level) is affected by afactor X (for example, gender). Some
causal explanationswill besmple, whereas otherswill be more complex. For example,
you may argue that there isadirect effect of gender on income (i.e., smple gender
discrimination). You may arguefor acausa chain, such asthat gender affects choice of
field of training whichinturn affectsoccupationa options, which arelinked to opportunities
for promotion, which, inturn, affectincomelevel.

Resear ch Design for Descriptive and Diagnostic Resear ch: These designs must
betight and well planned.
Stepsin thistype of design:
- State objective(s) and design methods of data collection.
- Select samples, suitably collect data, analyse and report results.
- Questionnaires, interviews, case-studies and observations are used
extensvely.
Although some people dismiss descriptive research as ‘mere description’, good

description is fundamental to the research enterprise as it adds immensely to our
knowledge of the shape and nature of our society. Descriptions can be concrete or
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abstract. For example, arel atively concrete description may explain the ethnic mix of a
community, the changing age profile of apopulation or the gender mix of aworkplace.
On the other hand, the description may ask more abstract questions like ‘Is the level of
social inequality increasing or declining?’, “How secular is society?’, or ‘How much

poverty is there in this community?’, and so on.

Good description provokes the “Why’ questions of explanatory research. For
example, if you detect greater social polarization (i.e., therich aregetting richer and the
poor are getting poorer) over the last two decades, you are forced to ask “Why is this
happening?’ But before asking “Why?’, you need to be sure about the fact and dimensions
of the phenomenon of increasing polarization. Itisall very well to devel op elaborate
theoriesasto why soci ety might be more polarized now thanin therecent past, but if the
basic premiseiswrong (i.e., society isnot becoming more polarized), then any effort to
describe anon-existent phenomenon ismeaningless.

Asfar astheresearch design isconcerned, the descriptive and diagnostic studies
share common requirements. Thus, you may group thesetwo types of research studies
together. In designing descriptive or diagnostic research, theresearcher must beableto
defineclearly what isto be measured, and must find adequate methodsfor measuringiit,
alongwith aclear cut definition of the popul ation he or shewantsto study. Sincetheaim
isto obtain complete and accurate information in the said research, the procedureto be
used must be carefully planned. The research design must make enough provision for
protection against bias, and must maximizereliability. Table 2.1 givesasummary of
research design.

Table 2.1 Summary of Research Designs

Resear ch Design Type of Study

Exploratory or Formulative

Descriptive/Diagnostic

Overall Design

Flexible design (design
must provide opportunity
for considering different
aspects of the problem)

Right design (design must
make enough provision
for protection against bias
and must maximize
reliability)

(i) Sampling Design

(ii) Statistical Design

(iii) Observationa
Design

(iv) Operational
Design

Non-probability sampling
design (purpose or
judgment sampling)

No pre-planned design
for analysis

Unstructured instrument
for collection of data

No fixed decisions about
the operational procedures

Probability sampling design
(random sampling)

Pre-planned design for
analysis

Structured or well thought
out instruments for
collection of data

Advanced decisions about
operational procedures

Source: C.R. Kothari, Research Methodology: Methods and Techniques, 1995.

Research Design in Hypothesis Testing: This is the type of research design in
which the researcher tests the hypotheses of causal relationshipsbetween variables.
Suchresearch requiresproceduresthat will not only reduce biasandincreasereliability,



but al so permit drawing inferences about causality. Normally, experiments meet these
requirements. Therefore, such aresearch designisbetter known asexperimental research
design. Theaim of an experimental research isto investigate the possi bl e cause-and-
effect relationship by manipulating one independent variabl e to influence the other
variable(s) intheexperimental group, and by controlling the other relevant variables, and
measuring the effects of the manipul ation by some statistical means. Investigation of
theeffects of two methods of teaching atwelfth-grade history programme asafunction
of classsize(e.g., largeand small) and level sof student intelligence (e.g., high, average,
low), using random assignment of teachersand students-by-intelligence-level to method
and classsizeisan example of hypothesis-testing or experimental research design.

2.3.6 Classification of Research Designs

Theresearcher hasanumber of designsavailableto him for investigating the research
objectives. Thereare varioustypol ogiesthat can be adopted for classifying them. The
classfication that isuniversally followed and issimpleto comprehend i sthe one based
upon the obj ective or the purpose of the study. A smple classification that isbased upon
the research needsranging from simpleand |oosely structured to the specific and more
formally structured is given in Figure 2.1. This depiction shows the two types of
researches—exploratory and conclusive as separate design options, with subcategories
ineach.

The demarcation between the designsin practiceisnot thiscompartmentalized.
Thus, amore appropriate approach would beto view the designson acontinuum asin
Figure 2.2. Hence, in casetheresearch objectiveisdiffused and requiresafine-tuning
and refinement, one usesthe expl oratory design, thismight lead to the dlightly more
concrete descriptive design—nhere one describes all the aspects of the construct and
conceptsunder study. Thisleadsto amore structured and controlled causal research
design.
Exploratory Research Design
Exploratory designs, asstated earlier, are the s mplest and most loosely Structured designs.
Asthe name suggests, the basic obj ective of the study isto explore and obtain clarity
about theproblem situation. Itisflexibleinitsapproach and mostly involvesaqualitative
investigation. The sample sizeisnot strictly representative and at timesit might only

involve unstructured interviewswith acoupl e of subject experts. The essential purpose
of thestudy isto:

- Define and conceptualize the research problem to beinvestigated.

- Exploreand eval uate the diverse and multiple research opportunities.

- Assigt inthe devel opment and formul ation of the research hypotheses.
- Operationalize and define the variables and constructs under studly.

- |dentify the poss ble nature of relationshipsthat might exist betweenthe variables
under study.

- Explorethe external factorsand variablesthat might impact theresearch.
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For example, auniversity professor might decideto do an exploratory analysisof
the new channelsof distribution that are being utilized by the marketersto promote and
sell productsand services. To accomplish this, astructured and defined methodol ogy
might not be essential asthe basic objective isto understand the new paradigmsfor
inclusioninthe course curriculum. In casethefindings are of interest, the same may
lead to amore structured, academic, basi ¢ research or an applied problem where one
may want to establish the efficacy of different methods.



However, no matter what the scientific orientation and the research objective
might be, the researcher can make use of awide variety of established methods and
techniques for conducting an exploratory research, like secondary data sources,
unstructured or structured observations, expert interviewsand focusgroup discussions
with the concerned respondent group. Most of thesetechniquesaredealt within detail
inthe subsequent chapters; however, wewill discussthemin brief inthe context of their
usagein exploratory research.

Secondary Resource Analysis

Secondary sources of data, as the name suggests, are data in terms of the details of
previously collected findings in facts and figures—which have been authenticated and
published. An added advantage of secondary datais that it can be represented in a
relatively easier way and isless expensive. Secondary dataisafast and inexpensive
way of collectinginformation. The past detail scan sometimespoint out to theresearcher
that hisproposed researchisredundant and hasa ready been established earlier. Secondly,
the researcher might find that a small but significant aspect of the construct or the
environment hasnot been addressed and might requireafull-fledged research to explain
some unpredictableresults. For example, amarketer might have extensively studied the
potential of the different channels of communication for promoting a ‘home maintenance
service’ in Greater Mumbai. However, there is no impact of any mix that he has tested.
An anthropol ogi st research associ ate, on going through the findings, postul ated the need
for studying the potential of WOM (Word Of Mouth) in aclose-knit and predominantly
Parsi colony where thismight be the most effective culture-dependent technique that
would work. Thus, suchinsights might provideleadsfor carrying out an experimental
and conclusive research subsequently.

Another valuable secondary resourceisthe compiled and readily available data
basesof the entire industry, businessor construct. These might be avail able on free and
public domains or through a structured acquisition process and cost. These are both
government and non-government publications and would have varying levels of
authentication and sampling base. Based on the research constraints and the level of
accuracy required, the researcher might decide to make use of them.

Comprehensive Case Method

Another secondary source which can serve asatechniquefor conducting an exploratory
researchisthe case study method. It merits separate mention asit isintricately designed
and reveal's acomprehensive and compl ete presentation of facts, asthey occur, ina
sngleentity. Thisin-depth study isfocused onasingleunit of analyss. Thisunit could be
anindividual employee or acustomer; an organization or acomplete country analysis
might al so bethe case of interest. They are by their nature, generally, post-hoc studies
and report thoseincidenceswhich might have occurred earlier. The scenarioisreproduced
based upon the secondary information and a primary recounting by thoseinvolvedinthe
occurrence. Thus, there might be an element of biasasthe data, in most cases, becomes
ajudgemental analysisrather than asimplerecounting of events.

For example, BCA Corporation wantsto implement a performance appraisa
systemin the organization and is debating between the merits of atraditional appraisal
system and a360° appraisal system. For ahistorical understanding of thetwo techniques,
the HR director makes use of the theoretical worksdone on the constructs. However,
theroll-out plansand repercussionsand the management issuewerenot very clear. This
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could bebetter understood when they studiedin-depth case studieson Allied Association
which had implemented traditional appraisa formats, and Surakhshal nternati onal-360°
systems. Thus, thetwo exploratory researches carried out were sufficient to arriveat a
decisonintermsof what would work best for the organi zation.

Expert Opinion Survey

There might beasituation at timeswhen thetopic of aresearch issuch that thereisno
previousinformation availableonit. Thus, inthese cases, it isadvisableto seek help
from the expertswho might be ableto provide somevaluableinsightsbased upon their
experienceinthefield or with the concept. Thisapproach of collecting particularsfrom
sgnificant and erudite peopleisreferred to asthe expert opinion survey. Thismethodol ogy
might beformal and structured and might be useful when being authenti cated or supported
by asecondary/primary research or it might befluid and unstructured and might require
an in-depth interviewing of the expert. For example, the evaluation of the merit of
marketing organic food productsin the domestic Indian market cannot be donewith the
hel p of secondary dataasno such structured datasourcesexist. Inthiscasethefollowing
can be contacted:

- Doctorsand dieticiansas expertswoul d be ableto provideinformation about the
productsand thelevel to which they would advocate organic food productsasa
hedlthier aternative.

- Chefswho are experimental and innovative and might ook at providing abetter
vauetotheclients. However, thiswould requireevaluating their level of awareness
and perspective ontheviability of providing organically prepared dishes.

- Pragmatic retailers who are looking at new ways of generating footfalls and
conversionsby offering contemporary and futuristic products. Again, awareness
about the product, past experiencewith selling healthier lifestyle productswould
need to be probed to gauge their positive or negative reactionsto the new marketing
initiatives
These could be useful inmeasuring theviability of the proposed plan. Discussions

with knowledgeabl e people may reveal some information regarding who might be
consdered aspotential consumers. Secondly, the question whether ahedlthy proposition
or alifestyle proposition would work better to capture the targeted consumersneedsto
be examined.

Thus, thismethod can play adirectiond rolein shaping theresearch sudy. However,
anote of caution is also necessary asby itsvery natureit isaloosely structured and
skewed method; thus supporting it with some secondary data or subsequently validating
the presumptionsthrough a primary research isrecommended. Another aspect to be
kept inmindisthat no expert, no matter how vast and significant hisexperienceis, can
be solely relied upon to arrive at any conclusions, asinthe example stated above. Itis
also advisableto quiz different expert sources. Notwithstanding these constraints, this
techniqueisof great valueto any researcher, no matter what his’her areaof interestis.
Themore varied the perspective, more Gestaltian isthe research approach, which will
result in ameaningful contribution tothefield of study.

Focus Group Discussions

Another aternative approach to interviewingisto carry out discussionswith significant
individua sassociated with the problem under study. Thistechnique, though originaly rooted
insociology, isactively usedin all branches of behavioural sciences. However, it hasa



gpecial sgnificancein management and herealsoit isstaunchly advocated and used for
consumer and motivational research studies. Inatypical focusgroup, thereisacarefully
selected small set of individual srepresentative of thelarger respondent popul ation under
study. It iscalled afocusgroup asthe selected membersdiscussthe concerned topic for
theduration of 90 minutesto, sometimes, two hours. Usualy thegroup comprisessix toten
individuals. The number thus stated i sbecause less than six woul d not be ableto throw
enough perspectivesfor the discussion and there might emerge aone-sided or askewed
discussion on thetopic. On the other hand, morethan ten might lead to more confusion
rather than any fruitful discuss onand that woul d be unwieldy to manage. Generally, these
discussionsarecarried out in neutral settingsby atrained observer, also referred to asthe
moderator. Themoderator, inmost cases, doesnot participatein thediscusson. Hisprime
objectiveisto manageardatively non-structured andinformal discussion. Heinitiatesthe
process and then maneouvresit to the desired information needs. Sometimes, thereis
morethan oneobserver to record the verba and non-verbal content of thediscussion. The
conduction and recording of the dial ogue requires considerable skill and behavioural
understanding and the management of group dynamics. Intheorganicfood product study,
thefocusgroup discussonswere carried out with thetypical consumers/buyersof grocery
products. The objective was to establish the level of awareness about health hazards,
environmental concernsand awarenessof organic food products. A seriesof suchfocus
group discussions carried out across four metros—Delhi, Mumbai, Bengaluru and
Hyderabad—revealed that even though the new age consumer was concerned about
health, the awareness about organic productswasextremely low to non-existent.

Two-Tiered Research Design

Once an exploratory study using aloosely structured exploratory design isover, the
researcher would have agreater clarity and direction, leading subsequently to amore
structured research that he might undertake. Thus, he would manage to achieve the
following:

- A comprehensive and focused research question, whichwill clearly indicate the
orientation the study intendsto take.

- Find out through various sources aslisted above that the need for aconclusive
research study isnot there and the decision-maker can make use of theexploratory
resultsto assist inthe decision-making.

- Develop both the general and the specific hypotheses or presumptions of the
likelihood of certain trendsor outcomes.

- Developed clarity on theframework and methodol ogy best suited to achievethe
formulated research objectives.

Thismight bethefirst rung of atwo-tiered research design wherethefirst stepis
to formulate the research question and the second-tier ismore formal and structured
and refersto the design framework defined earlier inthe chapter. In most instances, the
researchersavoid thefirst rung and move on to the second, dueto the additional cost
and timeinvolved. However, it isadvocated strongly that the exploratory stage can be
extremely significant inreducing therisksof ambiguousand redundant research objectives.

Descriptive Research Designs

A descriptive research design is more structured and formal in nature. As the name
implies, the objective of these studies is to provide a comprehensive and detailed
explanation of the phenomenaunder study. Theintended objective might beto:
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- Giveadetailed sketch or profile of therespondent popul ation being studied. This
might require astructured primary collation of theinformation to understand the
concerned population. For example, amarketer to design hisadvertisngand sales
promotion campaign for high-end watches, would require aholistic profile of the
population which buys high-end luxury products. Thusadescriptive study, which
generatesdata on thewho, what, when, where, why and how of luxury accessory
brand purchase would be the design necessary to fulfil the research objectives.

- Theremight beatemporal component to thisdesign, that is, the description might
be in a stagnant time period or be stretched across collecting the relevant
information in different stagesin astipulated time period.

- Thestudiesare a so carried out to measure the s multaneous occurrence of certain
phenomenaor variables. For example, aresearcher who wantsto establish the
rel ationship between market flux and investment behaviour might carry out a
descriptive research to establish the correl ation between the two variablesunder

study.

Conducting Descriptive Resear ch

Descriptiveresearch, aswestated earlier, isaframework used for aconclusiveresearch.
It, however, lacksthe precision and accuracy of experimental designs, yet it lendsitsalf
to awide spectrum of situations and is more frequently used in business research.
Based on thetemporal collection of the research information, descriptiveresearchis
further subdivided into two categories: cross-sectional studiesand longitudinal studies.

(i) Cross-Sectional Studies

Asthe name suggests, the study involvesasdlice of the population just as in scientific
experiments one takes a cross-section of the leaf or the cheek cellsto study the cell
Sructureunder themicroscope, Smilarly onetakesacurrent subdivision of thepopulation
and studiesthe nature of therel evant variablesbeing investigated.

Therearetwo essential characteristicsof cross-sectiona studies:

- Thecross-sectional study iscarried out at asinglemoment intimeand thus
theapplicability ismost relevant for aspecific period. For example, across-
sectional study onthe attitude of AmericanstowardsAsians, pre and post
9/11, wasvadtly different and astudy donein 2011 would reved adifferent
attitude and behaviour towardsthe popul ation which might not be absol utely
inlinewiththat found earlier.

- Secondly, these studiesare carried out on asection of respondentsfrom the
population units under study (e.g., organizational employees, voters,
consumers, industry sectors). Thissampleisunder consideration and under
investigation only for thetime coordinate of the studly.

[llustrative Case: A Danishicecream company wanted to find out how to target the
Indian consumer to indulge in high-end icecreams. Thus, they outsourced to alocal
market research firm to find out the dessert consumption habitsof an upper class, metro
Indian consumer. The study was conducted in March—-May 2008 on 1000 Indian metro
consumersin the upper income bracket.

The consumer survey conducted reveal ed that most Indians have a sweet tooth
and prefer to eat their specific regiona concoctionsat home. However, when they are



out, they love experimenting and generally look at exotic, foreign dessertsor if lost for
choice, opt for anicecream, especially in summer. Thehighlightsof thefindingswereas
follows
- 92.6 per cent of the sample stated icecream as the first plus the second
choice.
- 81 per cent stated icecream astheir first choice.
- Regional brandswerethe popular choice of most consumers.
- Therecall of foreign brands was, however, only 15 per cent in the total
popul ation.
- Therecall of foreign brandsamongst globetrotters (who had made at | east
fivetripsto aforeign country inthelast two years) was 39 per cent.
- 92 per cent agreed with the statement that a person’s social status is an
important determinant of who he/sheis.
- 76 per cent believed that what you eat and 85 per cent believed whereyou
eat isinfluenced by the social classyou belong to.
- 83 per cent usually eat out once every fortnight, 72 per cent eat out once
every weekend.
- 64 per cent eat anicecream outside at |east once aweek.

- 61.5 per cent were willing to experiment with exotic desserts, evenif they
wereexorbitantly priced.

Theicecream company concluded from thefindingsthat the market, at least in
the metros, was ready. However, it was a niche segment and a better audience base
could befound amongst the savvy urban Indian traveller. Another conclusion wasthat
even though the icecream was healthy and natural, it would have to take alifestyle
positioningin order to melt the Indian heart.

There are also situations in which the population being studied is not of a
homogeneous nature and thereisadivergencein the characteristicsunder study. Thus
it becomesessential to study the sub-segmentsindependently. Thisvariation of thedesign
istermed as multiple cross-sectional studies. Usually this multi-sample analysisis
carried out at the same moment in time. However, there might beinstanceswhen the
datais obtained from different samples at different time intervals and then they are
compared. Cohort analysisisthe namegiven to such cross-sectional surveysconducted
on different samplegroupsat different timeintervals. Cohortsare essentially groups of
peoplewho shareatime zone or have experienced an event that took place at aparticular
time period. For example, in the 9/11 case, if we study and compare the attitudes of
middle-aged Americans versusteenaged AmericanstowardsAs ans post the event, it
would beacohort analysis.

The technique is especially useful in predicting election results, cohorts of males—
females, different religious sects, urban—rural or region-wise cohorts are studied by
leading opinion poll expertslike Nielsen, Gallup and others.

Cross-sectionasstudiesareextremely useful to study current patternsof behaviour
or opinion. However, respondent’s likelihood of future decisions or delving too far in the
past to determine the difference between the present and the past behaviour isnot a
wisechoice. Insuch cases, astudy that isanchored for information collection at different
momentsintimeisabetter technique. Theresultswould bemorereliableand vaid. The
advantage would be that rather than relying on the respondent’s memory or prediction,
an actual monitoring of behaviour patternswould happen over time.
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(i) Longitudinal Studies

A singlesampleof theidentified population that isstudied over astretched period of time
istermed asalongitudinal study design. A panel of consumersspecifically chosento
study their grocery purchase patternisan example of alongitudinal design. Thereare
certain distinguishing features of the same:

- Thestudy involvesthe selection of arepresentative panel, or agroup of individuals
that typically represent the popul ation under study.

- The second featureinvolvesthe repeated measurement of the group over fixed
intervalsof time. Thismeasurement is specifically madefor thevariablesunder
study.

- A distinguishing and mandatory feature of the design isthat oncethe sampleis
selected, it needsto stay constant over the period of the study. That meansthe
number of panel membershasto bethe same. Thus, in caseapand member due
to somereasonleavesthe pand, itiscritical to replace hinvher with arepresentative
member from the popul ation under study.

Thus, thetwo descriptive designsbasi cally differ intheir temporal component and
secondly on the stability of the sample unit selection over time. However, which oneis
selected depends upon the research objectives. Also though they are visualized
conceptually astwo endsof acontinuum, in practicethetwo might merge or complement
each other in usage.

For example, amanagement school that hasjust started aPost Graduate Diploma
in Management (PGDM) in human resource management wants to ascertain the
stakeholders’ (students, recruiters, programme faculty) attitude towards the programme
structure and student quality and to monitor and alter the programme, relativeto the
changesinthoseattitudesover time. Specifically, supposethe B-school wantsto measure
thissix-monthly, at thetime of placementsand six months after thetrainee hasworked
onthejob. For thisobjective, theideal design would bethelongitudinal design. However,
thismight work for therecruiter population but cannot be used for student effectiveness
as a cross-section of that year’s pass outs would need to be studied. Thus, it might not
require the formulation of afixed panel of respondentsfor thispurpose andinstead a
cross-sectiona sample might be used for the pogt-training analysis. However, thefaculty
sample could be afixed panel selected for monitoring the change over time.

For determining achange or cons stency on themeasured variable over time, the
ideal designisthelongitudinal studies. These are sometimesreferred to asthe time
seriesdesign dueto the repeated measurement overtime.

Repeated measurements, as stated above, can be derived from the same sample,
kept constant over time or on arepresentative but different group selected for every
study stage. Even though thetwo collectionswoul d be under the domain of alongitudinal
design, the obtained results and conclusions might be vastly different. Thiswould be
clear fromtheillustrative case given below.

[ustr ative Case: The customer portfolio management division of alarge private bank
wanted to study theinvestment behaviour of bank customersin government instruments,
mutual fundsand securities, bullion and fixed deposits. Thisanalysswasdonefor every
quarter inayear for aperiod of five years. The survey wasdone on adifferent but stock
sampleof 1000 bank customersfor each quarter and the resultsobtained are shownin
Table 2.2. Two conclusions pertaining to the researcher’s attitude emerged. First,
government instrumentswerethe most popul ar option, with approximately 45 per cent



customers. Second, theoverall percentage of thedivision amongst the other three options
ismoreor lessstable over time.

Table 2.2 Results of Longitudinal Bank Investment Study

UseOf Quarter 1 Quarter 2 Quarter 3 Quarter 4
Government Instruments 45 43 43 5
MF and Others 2 7 18 15
Bullion 15 2 2 19
FD 19 18 18 21
Total 100 100 100 100

Another option that the bank had wasto form apanel of theregular customers
and assess their periodic investments in these instruments; here the same group of
peoplewould beinterviewed inthefive-year period. Thefindingsand conclusionsobtained
herewould be dightly different, in case the sample remained the same. Such apanel
sudy, inadditiontoindicating an overall invesment behaviour, would have madeit possible
to monitor the optionsbal anced between each other by the same group over time, and
also how overall the quarter till showed auniform pattern. Thisdatawill beavailable
only if the customers studied remain constant at each data coll ection phase.

Toillustrate the advantage of longitudinal data, let us consider two cases. The
resultsfrom thetwo are presented in Tables 2.3 and 2.4. In both the tables, thefigures,
the values under ‘Row Total’ represent the total investment made in the instrument
Quarter 1 and the numbers under ‘Column Total’ represent the behaviour at the end of
Quarter 2. The overall investment spread isthe same at the end of each time period.
Thus, theresultsof the study asindicated earlier still hold true. However, thetwo tables
contain additional information about the movement of the decision taken.

Thefirst row of the numbersin Table 2.3 revealsthat of the 45 consumerswho
invested in goverment securitiesin Period 1, 25 invested in the samein Quarter 2,5
moved to mutual funds, 10to bullion and 5 got FDsmade. Now consider thefirst row of
numbersin Table 2.4. These numbersreveal that of the 45 consumerswhoinvestedin
government securities, 43 il investedinthe samein Period 2, 1 put hismoney inmutual
fundsand one switched to bullion. The other investment optionsinthetwo casescan be
amilarly interpreted.

Thus, in Case 1, theinvestorswho play safeandinvest only in the fixed deposits
more or |essdemonstrate the same behaviour. However, the other investorsfluctuate
between options. In Case 2, however, theinvestorsare morerigid and conservative and
remainwith the sameoptions.

Suchlongitudinal study using the same section of respondentsthusprovidesmore
accurate datathan one using a series of different samples. Thesekinds of panelsare
defined astrue panelsand the onesusing adifferent group every timeare called omnibus
panels.

Advantagesof atruepanel arethat it hasamore committed samplegroupthat is
likely totolerateextended or long datacollecting sessions. Secondly, theprofileinformation
isaone-timetask and need not be collected every time. Thus, auseful respondent time
can be spent on collecting someresearch-specific information.

However, the problemisgetting acommitted group of peoplefor the entire study
period. Secondly, thereisan element of mortality and attrition wherethemembersof the
panel might leave midway and the replaced new recruits might be vastly different and
could skew theresultsin an absolutely different direction. A third disadvantageisthe
highly structured study situation which might berespons blefor acons stent and structured
behaviour, which might not bethe caseinthereal or field conditions.
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To deal withthis, the research agencies making use of such panelstry to make
certain that people behave normally and do not demonstrate exaggerated or artificial
behaviour. Also steps are taken to get new memberswho match the behaviour of the
leaving members. Thirdly, after acertain period of time, the panel membersare changed
so that new perspectives can be obtained.

Thus, there are advantages and drawbacksin both the descriptive designs, the
level of accuracy required, the nature of the monitored behaviour and the degree of
influence of demographic and psychographic variablesdeterminesthe design decision;
or the researcher might decide to use a combination of the two for more accurate
results.

Table 2.3 Investment Behaviour of Regular Consumers: Case 1

Customer Customer InvestmentsQuarter 2
I nvestments Govt. MFand Others Bullion FD Row Total
Quarter 1 Instruments
Govt. inst. ) 5 10 5 45
MF and Others 8 4 9 0 2
Bullion 4 8 3 0 15
FD 6 0 0 13 19
Column Total 3 17 2 18 100
Table 2.4 Investment Behaviour of Regular Consumers. Case 2
Customer Customer investmentsQuarter 2
Investments Government MFandOthers Bullion FD Row Total
Quarter 1 Instruments
Govt. Instruments 43 0 1 1 45
MF and Others 0 16 3 2 2
Bullion 0 1 13 15
FD 0 0 5 1 19
Column Total 43 17 2 18 100

2.3.7 Research Design in Social Research

Social phenomena are often understood with the help of social research. In order to
gather correct understanding of socia phenomena, we need to apply appropriateresearch
designin collecting dataabout people and their behaviour. Thisisabsolutely essentia to
comprehend the complexities of human behaviour. Both quantitative and qualitative
research methodsare used in asocia research design. Whiletheformer approach hel ps
usunderstand the quantifying evidence and applies stati sticsin analysing the gathered
data, thelatter triesto achieve understanding through subjective analysis of subjects.
Thissection discussesfour types of research design that are generally followed in socia
research.

Types of Social Research Design
Thefollowing are the significant typesof social research design:
(i) Experimental Research Design

Asinnormal statistical fields, social research also hasadesign called experimental
research design. In an experimental design, asocial scientist exercisescertain control
over the set of variableswith which heisworking. Experimentsare conducted with a



view to negate or refute existing theories and hypothesis. The social researcher begins
the experiment with a problem statement, and then formulates a hypothesis. The
experiment isthen carried out and he checksif hishypothesis stands correct. When a
number of experiments show the sameresult, atheory isformed whichispublished as
reported document. For example, an experiment iscarried out to find out the amount of
atoxin that cause symptomsto animal sused in experimentations, referred to generally
as ‘guinea pigs’. This experimentation need not be done only in laboratories.

(if) Case Study Research Design

A case study isaresearch design that focuseson asingle caserather than dealing with
asampleof alarge population. For example, acareful determination of the factorsthat
led to the successor fail ure of acommunity project may be conducted.

(iif) Longitudinal Research Design

A longitudinal research designinvolvescollection of dataover aperiod of time. Thisis
further subdivided into three types namely trend study, cohort study and panel study.

(a) Trend Study: A trend study isatype of longitudinal research design that looksinto
the particular characteristic of the popul ation over aspecific period of time. For example,
aresearcher might want to study the people’s preference for projects, whether government
or non-government, intheir community. Respondents of the study vary across study
periods.

(b) Cohort Study: A cohort study isatype of longitudinal research design where a
cohort istracked over extended periodsof time. A cohort isagroup of individualswho
have shared a particular timetogether during a particular time span; for example, an
experiment on the Jaroyatribe of the Andaman would form acohort study. The Jarawa
(also called Jarwa) are one of theindigenous peoples of the Andaman Islands. Their
present numbersare estimated at between 250-400 individuals. Sincethey havelargely
shunnedinteractionswith outsders, many particularsof their society, cultureand traditions
arepoorly understood.

(c) Panel Study: A panel study isatype of longitudinal research design that involves
collection of datafrom apanel, or the same set of people over several pointsintime by
measuring specific dependent variableidentified by the researcher to achieve astudy
objective. Itispossibleto predict cause-effect rel ationship from the datagathered. Panel
study isusually donewhenit isdifficult to analyse acase-study which isonly aone-shot
deal. People’s changing attitudes and behaviour can be detected. For example, cause-
effect relationship may beinvestigated between the number of faculty research outputs
and theamount of time given for research aswork |oad over three years.

(iv) Cross-Sectional Research Design

Thisisone of the commonly-used methodsin social research design. It gathers data
from across-section of apopulation. For example, acontingent val uation study asksa
sample of apopulation regarding their willingness-to-pay to preserve agiven forest
ecosystem bleto them. In order to gather accurate information on social problems
and social phenomena, choosing the correct social research designisimperative. Thus,
athorough understanding of variousresearch methods and designsis absolutely necessary
for all serious social researchers.
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2.3.8 Defining the Research Problem

Thefirst and the most important step of the research processisto identify the path of
enquiry intheform of aresearch problem. Itislikethe onset of ajourney, inthisinstance
theresearch journey, and theidentification of the problem givesan indication of the
expected result being sought. A research problem can be defined asagap or uncertainty
in the decision makers’ existing body of knowledge which inhibits efficient decision-
making. Sometimesit may so happen that there might be multiple reasonsfor these gaps
and identifying one of these and pursuing itssol ution, might bethe problem. AsKerlinger
(1986) states, ‘If one wants to solve a problem, one must generally know what the

problemis. It can be said that alarge part of the problem liesin knowing what oneis
trying to do.” The defined research problem might be classified as simple or complex
(Hicks, 1991). Simple problems are those that are easy to comprehend and their
componentsand identified rel ationshipsarelinear and easy to understand, e.g., therdlation
between cigarette smoking and lung cancer. Complex problemson the other hand, talks
about interrel ationshi p between antecedents and subsequently with the consequential

component. Sometimesthe rel ation might be further impacted by the moderating effect
of external variables as well, e.g., the effect of job autonomy and organizational

commitment onwork exhaustion, at the sametime cons dering theinteracting (combined)
effect of autonomy and commitment. This might be further different for males and
females. These kinds of problemsrequire amodel or framework to be developed to
definethe research approach.

A gap or uncertainty which hampers the process of efficient decision-making in a
given body of knowledge is called a research problem.

Thus, the significance of aclear and well-defined research problem cannot be
overemphasized, as an ambiguous and general issue doesnot lend itself to scientific
enquiry. Even though different researchershavetheir own methodol ogy and perspective
informulating the research topic, ageneral framework which might assist in problem
formulationisgivenbelow.

Problem Identification Process

The problem recognition processinvariably startswith the decision maker and some
difficulty or decision dilemmathat he/she might be facing. Thisisan action oriented

problem that addressesthe question of what the decision maker should do. Sometimes,

thismight berelated to actual and immediate difficultiesfaced by the manager (applied
research) or gapsexperienced in the existing body of knowledge (basic research). The
broad decision problem hasto be narrowed down to information oriented problem which
focuses on the data or information required to arrive at any meaningful conclusion.

GiveninFigure2.3isaset of decision problemsand the subsequent research problems
that might addressthem.

Problem identification processisaction oriented and requiresanarrowing down of

a broad decision problem to the level of information oriented problem in order to
arrive at ameaningful conclusion.

Management Decision Problem

Theentire process expla ned above beginswith the acknowledgement and identification
of the difficulty encountered by the business manager/researcher. If the manager is
skilled enough and the nature of the problem requiresto be resolved by him or her aone,
the problem identification processishandled by him or her, el se he or she outsourcesit



to a researcher or a research agency. This step requires the author to carry out a
problem appraisal, whichwouldinvolveacomprehensive audit of theoriginand symptoms
of the diagnosed business problem. For illustration, let ustakethefirst problemlistedin
theFigure2.3. An organic farmer and trader in Uttarakhand, Nirmal farms, wantsto sell
hisorganic food productsin the domestic Indian market. However, heisnot awareif this
isaviable business opportunity and since he does not have the expertise or time to
undertake any researchto aid in theformulation of the marketing strategy, he decidesto
outsource the study.

The management can also outsourcethe problem identification processto aresearch
agency in case of lack of time, means or knowledge regarding the market pulse.

Discussion with Subject Experts

The next step invol ves getting the problem in the right perspective through discussions
withindustry and subject experts. Theseindividual sare knowl edgeabl e about the industry
aswell asthe organization. They could befound both within and outsi de the company.
Theinformation on the current and probable scenario required is obtained with the
ass stance of asemi-structured interview. Thus, theresearcher must have apredetermined
set of questionsrelated to the doubts experienced in problem formulation. It should be
remembered that the purpose of theinterview issmply to gain clarity on the problem
areaand not to arrive at any kind of conclusionsor solutionsto the problem. For example,
for the organic food study, the researcher might decide to go to food expertsin the
Ministry for Food and Agriculture or agricultural economistsor retailersstocking health
food aswell asdoctorsand dieticians. Thisdatahowever isnot sufficient in most cases
whilein other cases, accessibility to subject expertsmight bean extremely difficult task
asthey might not beavailable. Theinformation should, in practice, be supplemented with
secondary datain theform of theoretical aswell asorganizational facts.

DECISION PROBLEM RESEARCH PROBLEM

What is the awarel and purchase
1IBUMErs

What is the impact af shift duties
on work exhaustion and r
intentions of the BPO employess?

How to reduce ty &
rates in the BFO sactar?

vestment in real
nand in th

Car the housing and real estate
groveth be accelarated?

Whom should [CIC] choo its
naxt managing directar- Mr ABC or Mrs. XYZ?
Can a leading agg
acceot a we

Fig. 2.3 Converting Management Decision Problem into Research Problem
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Review of Existing Literature

A literaturereview isacomprehensve compilation of theinformation obtained from
published and unpublished sourcesof datain the specific areaof interest totheresearcher.
Thismay includejournals, newspapers, magazines, reports, government publications,
and aso compuiterized databases. Theadvantage of thesurvey isthat it providesdifferent
perspectivesand methodol ogiesto be used toinvestigate the problem, aswel | asidentify
poss blevariablesthat may need to beinvestigated. Second, the survey might also uncover
thefact that the research problem being considered hasalready beeninvestigated and
thismight be useful in solving thedecision dilemma. It a so helpsin narrowing the scope
of the study into amanageabl e research problem that isrelevant, significant and testable.
A literaturereview involvesacomprehensive compilation of the information obtained
from both published and unpublished sources of data which belong to the specific
interest area of the researcher.

Oncethedata has been collected from different sources, the researcher must
collated| information together in acogent and logica manner instead of just listing the
previousfindings. Thisdocumentation must avoid plagiarism and ensurethat thelist of
earlier studies is presented in the researcher’s own words. The logical and theoretical

framework developed on the basis of past studies should be able to provide the
foundation for the problem statement.

Thereporting should cite clearly the author and the year of thestudy. Thereare
severd internationaly accepted formsof citing referencesand quoting from published
sources. The Publication Manual of the American Psychological Association
(2001) and the Chicago Manual of Syle (1993) are academically accepted as
referencing stylesin management.

Toillustratethesignificanceof aliteraturereview, given below isasmall part of a
literature review done on organic purchase.

Research indicates organic is better quality food. The pesticide residue in
conventiond food isamost threetimestheamount found in organicfood. Baker et al.
(2002) found that on an average, conventiona food ismorethanfivetimeslikely to
have chemical residue than organic samples. Pesticidestoxicity has been found to
have detrimental effectsoninfants, pregnant women and general public (National
Research Council, 1993; Maet al., 2002; Guillete et al., 1998) Mgjor factorsthat
promote growth in organic market are consumer awarenessof hedth, environmental
issuesand food scandas (Yossefi and Willer, 2002).

Thisparagraph hd psjustify therelevance and importance of organicversusnon
organicfood productsaswell asidentify variablesthat might contribute positively to
thegrowth in consumption of organic products.

Organizational Analysis

Another significant source for deriving the research problem is the industry and
organizational data. In casetheresearcher/investigator isthe manager himself/hersalf,
thedatamight beeasily available. However, in casethe study is outsourced, the detailed
background information of the organization must be compiled, as it serves as the
environmental context in which the research problem hasto be defined. It isto be
remembered at thisjuncture that the organizational context might not be essential in
case of basic research, where the nature of study ismore generic.

This data needs to include the organizational demographics—origin and history
of the firm; size, assets, nature of business, location and resources; management



philosophy and policiesaswell asthedetailed organizationa structure, with thejob
descriptions.
An organizational analysis is based on data regarding the origin and history of the

firmincluding its size, assets, nature of business, location and resources. It assistsin
arriving at the research problem.

Qualitative Survey

Sometimesthe expert interview, secondary dataand organizational information might
not be enough to define the problem. In such acase, an exploratory qualitative survey
might be required to get an insight into the behavioural or perceptual aspects of the
problem. These might be based on small samplesand might make use of focus group
discussionsor pilot surveyswith the respondent popul ation to hel p uncover relevant and
topical issueswhich might haveasignificant bearing on the problem definition.

In the organic food research, focused group discussions with young and old
consumersreveal ed thelevel of awarenessabout organic food and consumer sentiments
related to purchase of more expensive but ahealthy alternative food product.

Management Research Problem

Once the audit process of secondary review and interviews and survey is over, the
researcher isready to focusand definetheissuesof concern, that need to beinvestigated
further, in the form of an unambiguous and clearly-defined research problem. Once
again it is essential to remember that simply using the word ‘problem’ does not mean
thereissomething wrong that hasto be corrected, it Smply indicatesthe gapsininformation
or knowledge base avail able to the researcher. These might be thereason for hisinability
totakethe correct decision. Second, identifying all possible dimens onsof the problem
might beamonumental and impossibletask for theresearcher. For example, thelack of
salesof anew product launch could be dueto consumer perceptionsabout the product,
ineffective supply chain, gapsin thedistribution network, competitor offeringsor advertisng
ineffectiveness. It istheresearcher who hasto identify and then refinethe most probable
cause of the problem and formalizeit asthe research problem. Thiswould be achieved
through thefour preliminary investigative stepsindicated above.

A variable, in general, is a symbol to which we can assign numerals or values. It can
be dichotomous, discrete or indefinite.

Last, theresearcher must be abletoisolatethe underlyingissuesfromthe
symptomsof the problem. For example, in the organi c food study, the manufacturer
hasan outlet in an up market areain Delhi, and isconstantly doing someattractive
sales promotion but thereisno substantial increasein saes. Heretherea problemis
lack of awarenessand motivation on the part of the consumer about the benefits of
organicfood. Thusthelow salesareprimarily aconsequence of lack of awvareness
and purchaseintention.

2.3.9 Components of Research Problem

To addressthe problems of clarity and focus, we need to understand the components of
awel| defined problem. Theseare:

TheUnit of Analysis: Theresearcher must specify inthe problem statement
theindividual (s) fromwhom theresearch information isto be collected and onwhom
theresearchresultsare gpplicable. Thiscould betheentireorganization, departments,
groupsor individuas. Inthe organic food study, for exampl e, theretailer who hasto
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betargeted for stocking the product aswell astheend consumer could bethe unit of
analysis. Thus, the information required for decision might sometimes require
investigationa multipleleves.

Theunit of analysisisthat particular source from which the required informationis

obtained. It can be individual (s), department, organization or an industry.

Resear ch Variables. Theresearch problem a so requiresidentification of the
key variablesunder the particular study. To carry out an investigation, it becomes
imperativeto convert the conceptsand congtructsto be studiedinto empirically testable
and observablevariables. A variableisgeneraly asymbol to whichweassgn numerds
or values. A variable may be dichotomousin nature, that is, it can possessonly two
values such as male-female or customer—non-customer. Values that can only fit into
prescribed number of categoriesarediscretevariables, for example, very important
(1) to very unimportant (5). Therearestill othersthat possessanindefinite set, e.g.,
age, incomeand production data.

Variables can befurther classifiedinto five categories, depending ontherole
they play in the problem under consideration.

A dependent variable (DV) ismeasurable and quantifiable variable in nature. Itisthe

most crucial variable to be analysed in a given research study.

* Dependent Variable: Themost important variableto be studied and analysed
inresearch study isthedependent variable(DV). Theentireresearch processisinvol ved
in either describing thisvariabl e or investigating the probabl e causes of the observed
effect. Thus, thisin essencehasto bereduced to ameasurableand quantifiablevarible.
For example, in the organic food study, the consumer’s purchase intentions and the
retail ers stocking intentionsaswell as sales of organic food productsinthe domestic
market, could al serve asthe dependent variable.

A financial researcher might be interested in investigating the Indian consumers’
investment behaviour, post the recent financial dow down. In another study, theHR
head at Cognizant Technol ogieswould like to study the organizational commitment
and turnover intentions of short and long tenure employeesinthe company.

Hence, ascan be seen from the above exampl es, it might be possiblethat inthe
same study there might be more than one dependent variable.

* Independent Variable: Any variable that can be stated as influencing or
impacting the dependent variableisreferred to asan independent variable (IV). More
oftenthan not, thetask of theresearch sudy i sto establish the causdity of therd ationship
between the independent and the dependent variable(s). The proposed relationsare
then tested through variousresearch designs.

In the organic food study, the consumers’ attitude towards healthy lifestyle could
impact their organic purchaseintention. Thus, attitude becomestheindependent and
intention the dependent variable. Another researcher might want to assesstheimpact
of job autonomy and rol e stress on the organi zational commitment of the empl oyees,
herejob autonomy and role stressareindependent variabl es.

» Moderating Variables: Moderating variables arethe onesthat have astrong
contingent effect on therel ationshi p between theindependent and dependent variables.
Thesevariableshaveto be considered in the expected pattern of relationship asthey
modify the direction as well as the magnitude of the independent—dependent association.
Inthe organicfood study, the strength of the rel ation between attitude and intention
might be modified by the education and theincomeleve of thebuyer. Here, education
andincome arethe Moderating Variables(MVs).




M oder ating variables (M V's) arethe onesthat have astrong contingent effect on the
relationship between the independent and dependent variables. They have the
potential to modify the direction and magnitude of the above stated association.
Inaconsulting firm, the management islooking at the option of introducing flexi-
timework schedule. Thus, astudy might need to betaken to seewhether therewill be
anincreasein productivity of eechindividud worker (DV) subsequent to theintroduction
of aflexi-time(1V) work schedule.

Inredl timestuationsand actual work settings, thisproposition might need to be
revised to takeinto account other impacting variables. Thissecond independent varigble
might need to beintroduced becauseit has asignificant contribution on the stated
relationship. Thus, wemight liketo modify the above statement asfollows:

There will be an increase in productivity of each individual worker (DV)
subsequent to theintroduction of aflexi-time (IV) work schedul e, especialy amongst
women employees(MV).

There might beinstances when confusion might ari se between amoderating
variableand anindependent variable.

Congder thefollowing Situation:

Proposition 1: Turnover intention (DV) isaninversefunction of organizationa
commitment (1V), especially for workerswho have ahigher job satisfaction level
(MV).

Whileanother study might havethefollowing propositiontotest.

Proposition 2: Turnover intention (DV) isaninversefunction of job satisfaction
(1V), especidly for workerswho have ahigher organizationa commitment (MV).

Thus, thetwo propositions are studying the rel ation between the same three
variables. However the decision to classify one asindependent and the other as
moderating dependson theresearch interest of the decision maker.

* Intervening Variables: An intervening variable (IVV) has a temporal
connotationtoit. It generaly followsthe occurrence of theindependent variableand
precedes the dependent variable. Tuckman (1972) defines it as ‘that factor which
theoretically affects the observed phenomena but cannot be seen, measured, or
manipul ated; itseffectsmust beinferred from the effects of theindependent variable
and moderator variables on the observed phenomenon.’
Aninterveningvariable(lVV) isatemporal occurrencewhichfollowstheindependent
variable and precedes the dependent variable.

For example, inthepreviouscase, Thereisanincreaseinjob satisfaction (IVV)
of eachindividua worker, subsequent to theintroduction of aflexi-time (1) work
schedule, which eventually affects the Individual’s productivity (DV), especially amongst
women employees(MV). Another examplewould be, theintroduction of an eectronic
advertisement for thenew diet drink (1) will result inincreased brand awareness
(IVV), whichinturnwill impact thefirst quarter sdles(DV).Thiswould besignificantly
higher amongst theyounger femal e population (MV).

 Extraneous Variables. Bes desthemoderating and intervening variables, there
might still exist anumber of extraneousvariables(EVs) which could affect thedefined
relationship but might have been excluded from the study. Thesewould most often
account for the chance variations observed in theresearch investigation. For example,
atyrannical boss, family pressuresor natureof theindustry could impact theflexi-time
impact, but sincethesewould beapplicabletoindividua cases, they might not heavily
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impact the direction of thefindings. However, in casethe effect is substantial, the
researcher might try to block their effect by using an experimenta and acontrol group
(Thisconcept will bediscussed later in the section on experimental designs).

Extraneousvariables (EV) are responsible for the chance variations that are often

observed in a research investigation. In most cases, they are limited to a peculiar

group.

At thisstage, we can clearly distinguish between the different kinds of variables
discussed above. Anindependent variableisthe prime antecedent conditionwhichis
qudified asexplaning the variancein the dependent variable; theintervening variable
followstheoccurrenceof theindependent variableand may inturnimpact the dependent
variable; themoderating variableisacontributing variable which might impact the
defined rel ationshi p; the extraneous variabl es are outsi de the domain of the study and
responsi blefor chance variations, but in someinstances, their effect might need to be
controlled.

2.3.10 Selection and Formulation of Research Problem

Having identified and defined the variables under study, the next step requires
operationalizing the stated relationship in theform of atheoretical framework. Thisisan
outcome of the problem audit conducted prior to defining theresearch problem; it canbe
best understood asaschemaor network of the probabl e relationship betweentheidentified
variables. Another advantage of the model isthat it clearly demonstratesthe expected
direction of therel ationshi ps between the concepts. Thereisalso anindication of whether
therel ationship would be positive or negative.

Thisstep however isnot mandatory assometimesthe objective of theresearchis
to explorethe probabl e variabl esthat might explain the observed phenomena (DV)
and the outcome of the study hel psto theorize and propose aconceptual model.

Thetheoretica framework, onceformulated, isapowerful driving forcebehind
theresearch processand ought to be comprehensively devel oped. It requiresathorough
understanding of both theory and opinion.

A theor etical framewor k isaschemaor network of the probable relationship between

the identified variables. It is a powerful driving force behind the research process.

Givenbelow isapredictivemodd for turnover intentions devel oped to explain
the high rate of attrition amongst BPO professionals. Oncevalidated, it isof course
possibletotestitindifferent contextsand differing respondent popul ation.

TheTurnover Intention Model

The proposed model to predict turnover intentionis specified as mentioned bel ow:
TI = f(WE,OC,A, MS, TWE) (1)
Where, Tl = Turnover intention
WE = Work exhaustion
OC = Organizationad commitment
A = Age
MS = Maritd status
TWE = Tota work experience
Thetheoretica construct of work exhaustionisinfluenced by Perceived Workload
(PWL), Fairness Of Reward (FOR), Job Autonomy (JA) and Work Family Conflict
(WFC) [Adapted from Ahuja, Chudoba and Kacmar, 2007] . This can be
mathematicaly writtenas:



WE =f(PWL, FOR, JA, WFC) (2
A theoretical framework can be explained verbally asaverbal model, in agraphical
form as a graphical model and can be reduced to mathematical equations and
represented asamathematical model.

Similarly, Organizational Commitment depends upon Job Autonomy, Work—
Family Conflict, Fairness of Reward and Work Exhaustion (WE) [Adapted from—
Ahuja, Chudobaand Kacmar, 2007]. Therefore, thiscan bestated mathematically as,

OC =f (JA, WFC, FOR, WE) -(3)

Themode isdiagrammaticaly represented in Figure 2.4.

Theformulated framework has been explained verbally asaverbal model.
Theflowchart of the relationship between independent and intervening variableshas
been demonstrated in graphical form asagraphical model and the same have been
a so reduced to three mathemati cal equati ons specifying therelationship betweenthe
sameintheform of amathematical model. What needsto be understood isthat all
three compliment each other and arebasi cal ly representatives of the sameframework.

Satement of Research Objectives

Next, theresearch question(s) that were formul ated need to be broken down and spelt
out astasksor objectivesthat need to be met in order to answer the research question.

Resear ch objectives are to be formulated according to the basic, thrust areas of the
research which are crucia to the study being conducted.

Perceived Job Work Family Fairness of
Workload Autonomy Conflict Reward

Work Organizational Total Work Marital Age
Exhaustion Commitment Experience Status

Turnover
Intentions

Fig. 2.4 Proposed Model for Turnover Intention

Based on theframework of the study, the researcher hasto numerically list the
thrust areas of research. This section makes active use of verbs such as ‘to find out’,
‘to determine’, “to establish’, and “to measure’ so as to spell out the objectives of the
studly. In certain cases, the main objectives of the study might need to be broken down
into sub-obj ectiveswhich clearly state the tasksto be accomplished.

In the organic food research, the objectives and sub-objectives of the study
wereasfollows:

1. Tostudy the existing organic market: Thiswould involve:
* To categorizetheorganic productsavailablein Delhi into grain, snacks,
herbs, pickles, squashesand fruitsand vegetabl es;
* Toestimatethe demand pattern of various productsfor each of theabove

categories,
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* To understand the marketing strategies adopted by different playersfor
promoting and propagating organic products.
2. Consumer diagnostic research: Thiswould entail:
* To study the existing consumer profile, i.e., perception and attitudes
towards organic products and purchase and consumption patterns;
» Tostudy thepotentia customersintermsof consumer segments, leve of
awareness, perception and attitudetowards health and organic products,

3. Opinion survey: To assessthe awareness and opinions of experts such asdoctors,
dieticiansand chefsin order to understand organic consumption and propagation;

4. Retail market: Thiswouldinvolve:
* Tofind the gap between demand and supply for existing retail ers;
* Toforecast demand estimatesby consderingtheexistingaswell aspotentia
retallers.

2.3.11 Formulation of the Research Hypotheses

Problemidentification and formul ation process culminatesin the hypothesesformul ation
stage. Any assumption that the researcher makes on the probabl edirection of theresults
that might be obtained on compl etion of the research processistermed asahypothesis.
Unliketheresearch problem that generally takes on aquestion form, the hypothesesis
alwaysin adeclarativeform. The statementsthusformulated can lend themselvesto
empirical enquiry. Kerlinger (1986) defines a hypothesis as *...a conjectual statement of
the relationship between two or more variables.” According to Grinnell (1993), ‘A
hypotheses iswritten in such away that it can be proven or disproven by valid and
reliable data—it is in order to obtain these data that we perform our study’.

While designing any hypotheses, there areafew criteriathat the researcher
must fulfil. Theseare:

* A hypothesismust beformulated in ssimple, clear, and declarative form. A broad
hypothesi smight not be empirically testable. Thus, it might be advisableto make
the hypothesisunidimensional, and to be testing only one rel ationship between
only twovariablesat atime.

- Consumer liking for the electronic advertisement for the new diet drink
will have positive impact on brand awareness of the drink.

- High organizational commitment will lead to lower turnover intention.

* A hypothes smust be measurableand quantifiable so that the stati stical authenticity
of therelationship can be established.

* A hypothesisisaconjectua statement based ontheexigting literature and theories
about the topic and not based on the gut feel or subjective judgement of the
researcher.

* Thevalidation of the hypothesiswould necessarily involvetesting the statistical
sgnificance of the hypothesized rel ation. For example, the abovetwo hypotheses
would need to use correlation and regression analysis respectively to test the
stated relationship.

Theformulated hypothesis could be of two types:

A hypothesis can be descriptive or relational, while the former is a statement about
the magnitude, trend or behaviour of a population under study, the latter typically
states the expected relationship between two variables.




DescriptiveHypothesis: Thisissmply astatement about the magnitude, trend
or behaviour of a population under study. Based on past records, the researcher
makes some presumptionsabout the variable under study. For example:

« Students from the pure science background score 90-95 per cent on a course on
Quantitative M ethods.

* The current advertisement for the diet drink will have a 20-25 per cent recall
rate.

* Theattrition ratein the BPO sector isalmost 33 per cent.

* Theliteracy rateinthecity of Indoreis 100 per cent.

Relational Hypothesis: Thesearethetypical kind of hypotheseswhich state
the expected relationship between two variables. While stating therelation if the
researcher makesuse of words such asincrease, decrease, lessthan or morethan, the
hypothesisisstated to bedirectiona or one-tailed hypothesis.

For example,

* Higher thelikeability of the advertisement, the higher istherecall rate.

* Higher thework exhaustion experienced by the BPO professional, higher isthe
turnover intention of the person.

However, sometimesthe researcher might not have reasonabl e supportive data
to hypothesi zethe expected direction of theredationship. Inthiscase, heor shewould
leavethe hypothesisasnon-directional or two-tailed.

For example,

* Thereisareation between quality of working life and j ob satisfaction experienced
by employees.

» Ban on smoking hasan impact on the cigarette sal es.
 Anxiety isrelated to performance.

Management Decision Problem

Discussion with Review of Org ] Qualitative
subjects experts existing literature : analysis

Research framaworki/Analytical model

Statement of Research Objectives

Formulation of Research Hypothesis

Fig. 2.5 Problem Identification Process
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2.4 EXPERIMENTAL DESIGN

Experimental design can be classified as pre-experimental, quasi-experimental, true
experimental and statistical. Pre-experimental designsinclude the one-shot case study,
the one-group pre-test—post-test design and the static group comparison. Tests included
under quasi-experimental designs are time series and multiple time series. True-
experimental designs include pre-test—post-test control group, post-test-only control
group, and Solomon four—group design. The statistical designs include completely
randomized design, randomized blocks, factorial and Latin square designs. To havea
glimpse of the classification, these are presented in Figure 2.6.

2.4.1 Pre-Experimental Design

Pre-experimental designsdo not make use of any randomi zati on proceduresto control
the extraneousvariables. Therefore, theinterna validity of such designsisquestionable.
Threedesignsincludedinthiscategory are elaborated below:

(i) One-Shot Case Study: This design is also known as the after—only design and
may be presented symbolicaly as.
X O

Thismeansthat only onetest group issubjected to the treatment (X) and then a
measurement on the dependent variableistaken (O). It may be noted that the
symbol R does not appear in this design. This means there was no random
assignment of test unitsto the treatment group. This meansthat the test units
were either self-selected or arbitrarily selected by the researcher. In the sales
training programme exampl e, the sales manager might have chosen those sales
peoplewhom he likes or may ask the sales peopleto volunteer for thetraining
programme.

Let usexamine another example here. The objectiveisto study theimpact of an
extraten day credit period (X) onacredit card payment time (O) and onedecides
to study the rel ationship/impact by offering thisto the customerswho makean
average usage of X 25,000/- per month. The problem inthiscase would bethat no
measure was taken to establish their payment behaviour prior to the extended
period. Hence, no valid conclusion can bemadefrom thisdesign. Thereisno pre-
treatment observation on performance. The level of ‘O’ might be affected by
several uncontrolled extraneousfactorslike history, maturation, selection bias
and test unit mortality. These uncontrolled extraneousvariableswill confound the
experiment and render thedesigninternaly invalid.

(i) One-Group Pre-Test—Post-Test Design: This design is also called before—
after without control group design. Thisdesign may bewritten symbolically as:

0, X O,
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Fig. 2.6 Classification of Experimental Designs

In this design also, test units are not selected at random as the symbol R’ is not
appearing here. The test units are subjected to the treatment X and both pre-
treatment (O,) and post-treatment measurement (O,) aretaken. For instance, in
the credit card exampl e, one might take the payment time before and after the
extended ten-day period. One may be tempted to compute treatment effect as
O, — O,, which may not be really so, as this difference could be the result of
many uncontrolled extraneous factors like history, maturation, testing,
instrumentation, regression, selection and mortdity. Thiswould makethedesign
invalid for making any causal inferences on account of thefollowing reasons:

- Theeconomic condition might have changed during thetwo periods (history).

- Thetest unitsmay mature over time (maturation).

- The pre-test measurement on the test units may influence the performance

(testing).
- Thepricesof goods might have changed over time (instrumentation).
- Test unitsmight not have been selected at random (selection bias).

- Some test units might have left before the experiment was complete
(mortdity).

- Test unitsmight be self-sal ected on the bas s of the current poor performance
and may have abetter period ahead because of sheer luck (regression).

(i) Static Group Comparison: Thisdesignissymbolicaly writtenas:

Group1 - X @)
Group2 - 0,

This design uses two treatment groups. Test units in both the groups are not
selected at random. Thefirst group, called the experimental group, issubjected to
the treatment X, whereas the second group, namely, the control group, is not

subjected to any treatment. Both groups are measured only after the treatment
hasbeen presented. Thus, itiscritical to understand that in thisdesigntheexposure

1
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aswell asthe experimental treatment isnot under the control of the researcher.
Congder thefollowingexample:

A study wants to assess the relationship of “family support” (measured by the
presence of domestic help or spouse/family’s help in carrying out domestic chores)
with the work-life balance of BPO women employees. Here, the presence or
absence of help is ascertained and then we can measure the work—life balance.
Thusthedesignisessentially ex-post facto and any segregation into experimental
or control group isnot made by the researcher.

The treatment effect could be measured by O, — O,. However, this difference
could beattributed to at | east sel ection biasand mortality. Moreover, sincethetest units
arenot selected at random, thetwo groupscould differ prior to thegpplication of trestment.
All these are sufficient to makethe design invalid for drawing any causal inferences.

2.4.2 Quasi-Experimental Designs

In quasi-experimental design the researcher can control when measurementsaretaken
and onwhom they aretaken. However, thisdesign lacks compl ete control of scheduling
of treatment and also lacks the ability to randomize test units’ exposure to treatments.
Asthe experimental control islacking, the possibility of getting confounded resultsis
very high. Therefore, the researchers should be aware of what variablesare not controlled
and the effects of such variablesshould beincorporated into thefindings. Therearetwo
formsof quasi-experimental designs.

(i) Time SeriesDesign: Thisdesign involvesaseriesof periodic measurements
on the dependent variable for a group of test unit. The treatment X is then
administered and a series of periodic measurements are again taken to measure
theeffect of treatment. Thisdesign may bewritten symbolically as:

0, 0,0,0, X O, 0 O, 0O,

The above is aquasi-experimental design since there isno randomization of
treatment to test units. Further, the timing of treatment presentation aswell as
which of the test units are exposed to the treatment may not be within the
researcher’s control. Because of the multiple observations in time series design,
the effect of maturation, main testing effect, instrumentation and statistical
regression can beruled out. If test unitsare selected at random, selection bias
can bereduced. Further, if astrong measurelike giving certain incentivesto the
respondentsisintroduced, mortality effect can more or lessbe controlled.

Themajor drawback of thisexperiment istheinability of aresearcher to control
theeffect of history. Theresultsof theexperiment may be affected by aninteractive
testing effect because multiple measurements are made on these test units. If a
researcher could keep arecord of key changesin various unusual economic
activities and if no changes are found, one can reasonably conclude that the
treatment has exerted an effect on test unit.

Thisdesign may look similar to the one group pre-test-post-test design given by
O, X O,. However, there are differences as in case of time series design, a
number of periodic measurements are taken both before and after the application
of the treatment. But in the case of one group pre-test—post-test design, one
measurement istaken prior to the treatment and one after that.

The results of taking multiple measurements can be compared with one group
pre-test — post-test design. This is shown in Figure 2.7, where X (treatment) isthe



Market Share (%)

new advertising campai gn and the measurement on dependent variablerepresents
themarket shareat certain periodicintervals. Six different scenarios(A toF) are
presented.

The case of one group pre-test—post-test design would be shown as O, X O, and
the analysis of the results would indicate some positive effects of the new
advertising campaignin situationsA, B, D and E, whereasin situationsC and F,
advertising would not be having any effect. The conclusion in the case of time
seriesdesign would be asfollows:
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Source: Adopted with modification from Thomas C. Kinnear & James R. Taylor,
“Marketing Research: An Applied Approach, McGraw-Hill, Inc., Fifth Edition
Fig. 2.7 Possible Results of a Time Series Experiment

- Insituation A, the campaign had a short-run positive effect, after which
market share was sustained.

- Ingtuation B, the new advertising campaign had ashort-run positive effect.
Therisein market share wastemporary. The market sharerevertsto the
level which wasthere before the application of the treatment.

- Ingtuation C, thetreatment had adel ayed positive effect and, accordingly,
it took longer timeto appear.

- In situation D, E, and F the changes that occur after the application of
treatment areinlinewith what occurred prior to the application of treatment.
Therefore, the new advertising campai gn had no effect on the market share.

Thereforeitisseenthat by taking multiple observations, theresultshave atogether
different interpretationsand inferences.
(i) MultipleTime SeriesDesign: In this design, one more group called the ‘control

group’ is added to the time series design. The design may be diagrammed
symbaolicaly as.

Experimental Group: O, O, O, O X O, O 0O, O

4 5 6 7 8
Control Group: Oo¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢
The experimental group is subjected to the treatment X, whereas the control
groupiswithout any trestment. Taking the exampleof thesa estraining programme,
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the sales training would represent treatment, and observationsO,, O,, O, ...
would represent sales volume of thisgroup. Thetest unit of the control group
would compromise sal es people who are not sent for the training programme.
The measurement on the sales volume is denoted by O¢, Og, O, ..., etc. The
measurement onthe salesfor both the groupsi staken after thetraining programme.
Thetreatment effect (salestraining) isfound by comparing the average sales of
thetwo groups before and after the training programme. The major drawback of
thisdesignisthe possibility of theinteractive effect in the experimental group.

2.4.3 True Experimental Designs

Intrue experimental designs, researcherscan randomly assigntest unitsand treatments
toan experimenta group. Here, theresearcher isableto diminatethe effect of extraneous
variablesfrom both the experimental and control group. Randomization procedurealows
theresearcher the use of statistical techniquesfor analysing the experimental results.
Included inthiscategory arethefollowing:

(i) Pre-Test—Post-Test Control Group: Thisdesignisalso called before-after
with control group. It issymbolically presented as:

Experimental Group: R O X O

1 2

Control Group: R O O

3 4

Inthisdesign, test unitsin both experimental and control group are selected at random at
the sametime. The experimental group issubjected to thetreatment X, whereasinthe
control group, there is no treatment applied. Pre-test measurements O, and O, are
taken in the experimental and control group at the same time. Similarly, post-test
measurements O, and O, are taken for the experimental and the control group at the
sametime. All the extraneous variables operate equally on both the experimental and
control group because of randomization. Therefore, the only differencein thetwo groups
isthe effect of treatment in the experimental group.

If thedifferencein the post-test and pre-test measurements of experimental and
control group isdenoted by A and B respectively, then

A=0,-0, =Treatment + Extraneousvariables
B=0O,-0,= Extraneous variables

The extraneousvariableswould include history, maturation, testing, instrumentation,
statistical regression, selection biasand test unit mortality. However, it may beworth
noting that theinteractivetesting effect would be present only in the experimental group
and would bemissing inthe control group. Thisisbecause only the experimental group
is subjected to the treatment. Therefore A—B = (O, -0,) - (O, - O,) = Treatment
effect whichwouldincludeinteractivetesting effect. Therefore, itisdoubtful to generalize
theresultsof the experiment.

(i) Post-Test—Only Control Group Design: Thisdesignisalso named asafter-
only with one control group andispresented symbolically as:

Experimental Group: R X O
Control Group: R O,

Here, thetest unitsin both the experimental and the control group are selected at
random. The experimental group issubjected to the treatment X, and post-test
measurementsaretaken on both experimental (O,) and control group (O,) at the
sametime. The post-test measurement (O,) on experimental group comprises

1



treatment effect and all other extraneous variables, whereas O, comprisesonly Research Design
extraneousvariables. Therefore, the differencein the post-test measurement of
experimental and control group istaken asameasure of trestment effect. Hence,

O, - O, = (Treatment effect + Extraneous factors) — (Extraneous factors)
= Treatment effect

Aspre-test measurement isabsent, the effect of instrumentation and interactive
testing effect isruled out. Asthereisarandom assignment of test unitsto both
the groups, it can be approximately assumed that both the groups were equal
prior to the application of trestment to the experimental group. Further, onecan
always assume that the test units’ mortality affects each group equally. One can
awaysjudtify these assumptionshby taking alargerandomized sample. Thisdesign
iswidely used in marketing research.

NOTES

(iif) Solomon Four-Group Design: Thisdesignisalso called four-group six-study
design. This is also referred to as “ideal controlled experiment’. As will be seen,
thisdesign hel pstheresearcher to remove the influence of extraneousvariables
and alsothat of theinteractivetesting effect. Thisdesignissymbolically presented

as
ExperimentGroupl R O, X O,
ControlGroupl R O, O,
Experiment Group2 R X O
Control Group2 R O,

Inthe above design test units are selected at randomin all thefour groups. Itis
seen that the Experimental Group 2 and Control Group 2 are not given any pre-
test measurement, whereas Experimental Group 1 and Control Group 1 are
subjected to pre-test measurement O, and O,, respectively. Both Experimental
Groups 1 and 2 are subjected to the sametreatment X at the sametime.

Asthe Eexperimental Group 2 and Control Group 2 are not subjected to pre-test
measurement, we would need their estimates to remove the influence of
extraneous variablesand interactivetesting effect. Astest unitsfrom all the four
groupsare chosen at random, it can be assumed that a| thefour groupsare equal
before experiment. Therefore, the pre-test measurements O, and O, on
Experimental and Control Group 1 can be used as an estimate of the pre-test
measurement of Experimental and Control Group 2. Theresultsof difference of
various post-test and pre-test measurement woul d give thefollowing results:

Experimental Group 1:

O, - O, = Treatment effect + Extraneousfactorswithout
interactivetesting effect + Interactive testing effect (1)

Control Group 1:
O, - O, = Extraneousfactorswithout interactivetesting effect (i)

Asthisgroup was not subjected to any trestment, therewould not beany interactive
testing effect.

Experimental Group 2:

O, - O, = Treatment effect + Extraneousfactorswithout
interactive testing effect (1)
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O, - O, = Treatment effect + Extraneousfactorswithout

testing effect (V)
Asthere was actually no pre-test measurement, the interactive testing effect
cannot occur here.

Control Group 2:
O, - O, = (Extraneousfactorswithout testing effect) (V)
O, - O, = (Extraneousfactorswithout testing effect) (Vi)

Asthe group was not subjected to any treatment, the differencein measurement
would only indicate the effect of extraneousfactorswithout interactivetesting
effect.

By taking theaverage of Equations(v) and (vi), one gets:

0, +05

Og - = (Extraneousfactorswithout testing effect) (Vi)

By taking the average of Equations(iii) and (iv), oneobtains:

0,+0,

o)
5 2

= Treatment effect + Extraneousfactorswithout
testing effect ..(viii)

By subtracting Equation (vii) from Equation (viii), onecobtains:

O, +0,0 O, +0,:0
?35_ 12 33-566 12 35:05—06:Treatmenteffect

By subtracting Equation (viii) from Equation (i), oneobtains:

0,+0506
L3 E: Interacting testing effect

0,- O, - 20 -

Therefore, thisdesign has helped not only in measuring the effect of treatment,
but also in obtai ning magnitude of theinteractive testing effect and extraneous
factors.

To conduct thisexperimental design, thetimeand cost required are enormousand
therefore, thisdesignisnot commonly used in research. However, as seen, this
experimental design guaranteesthe maximum internal validity. In businesses
where establishing cause-and-effect relationship isvery crucial for survival, this
designisuseful.

2.4.4 Satistical Designs
Statistical designsallow for statistical control and analysis of external variables. The
main advantagesof statistical design arethefollowing:

- The effect of more than one level of independent variable on the dependent
variable can be manipulated.

- Theeffect of morethan oneindependent variable can be examined.
- Theeffect of specific extraneousvariable can be controlled.
Included inthiscategory arethefollowing designs.



(i) Completely Randomized Design: Thisdesign is used when aresearcher is Research Design
investigating the effect of oneindependent variable on the dependent variable.
Theindependent variableisrequired to be measuredin nomina scaei.e. it should
have anumber of categories. Each of the categoriesof theindependent variable
isconsidered asthe treatment. The basic assumption of thisdesignisthat there NOTES
areno differencesinthetest units. All thetest unitsaretreated alike and randomly
assigned to the test groups. This meansthat there are no extraneous variables
that could influence the outcome.

Suppose we know that the sales of aproduct isinfluenced by the pricelevel. In
thiscase, salesare adependent variableand the priceistheindependent variable.
Let there be threelevels of price, namely, low, medium and high. We wish to
determinethemost effective priceleve i.e. a which pricelevel thesdeishighest.
Herethetest unitsarethe storeswhich arerandomly assigned to thethreetrestment
level. The average salesfor each pricelevel iscomputed and examined to see
whether thereisany sgnificant differenceinthesaeat variouspricelevels. The
statistical techniqueto test for such adifferenceiscalled ANalysisOf VAriance
(ANQVA).

Thisdesign suffersfromthemainlimitation that it doesnot takeinto account
the effect of extraneous variables on the dependent variable. The possible
extraneous variablesin the present example could be the size of the store, the
competitor’s price and price of the substitute product in question. This design
assumesthat all the extraneous factors have the same influence on all the test
unitswhich may not betrueinreality. Thisdesignisvery smpleand inexpensive
to conduct.

(i) Randomized Block Design: Asdiscussed, the main limitation of the complete
randomized designisthat all extraneous variableswere assumed to be constant
over al thetreatment groups. Thismay not betrue. There may be extraneous
variablesinfluencing the dependent variable. In therandomized block designitis
possible to separate the influence of one extraneous variable on a particular
dependent variable, thereby providing aclear picture of theimpact of treatment
ontest units.

Inthe example considered in the compl etely randomized design, the price level
(low, medium and high) was considered as an independent variableand al the
test units (stores) were assumed to be more or less equal. However, all stores
may not be of the same size and, therefore, can be classified assmall, medium
and large size stores. Inthisdesign, the extraneousvariabl e, likethe size of the
store could be treated as different blocks. Now the treatments are randomly
assgned to the blocksin such away so that each treatment appearsin each block
at least once. The purpose of forming these blocksisthat it is hoped that the
scores of thetest unitswithin each block would be more or less homogeneous
when the treatment is absent. What is assumed here is that block (size of the
store) is correlated with the dependent variable (sales). It may be noted that
blocking isdone prior to the application of the treatment.

Inthisexperiment onemight randomly assign 12 small-sized storesto threeprice
levelsin such away that there arefour storesfor each of thethreepricelevels.
Similarly, 12 medium-sized storesand 12 large-sized stores may be randomly
assigned tothree pricelevels. Now thetechnique of anaysisof variance could be
employed to analyse the effect of treatment on the dependent variable and to
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(i)

separate out the influence of extraneous variable (size of store) from the
experiment.

L atin Squar e Design: Thisdesignisemployed when theresearcher isinterested
in separating out the influence of two extraneousvariables. Suppose theinterest
isto study theinfluence of price (treatment) on sales. Let there bethree level sof
price categorizes, namely, Low (X,), Medium (X,) and High (X,). The sales
could beinfluenced by two extraneous variables, namely, store size and type of
packaging. For the gpplication of the Latin square design, the number of categories
of two extraneousvariablesshould be equal to the number of level sof treatments.
Thisisanecessary condition for the use of Latin squaredesign. The store could
be of size — Small (1), Medium (2) and Large (3) and type of packaging could be
[, I1and I1l. The Table 2.5 bel ow presentsthe layout of the Latin square design.

Table 2.5 Latin Square Design for Various Levels of Price

Sore Size Packaging
I Il I
1 (Smdl) X1 X2 X3
2 (Medium) X2 X3 X1
3 (Lage) X3 X1 X2

It may be noted that the rowsand columnsrepresent those extraneous variables
whose effect isto be controlled and measured. There arethree categoriesof row
variable (szeof store) and three categoriesof column variable (type of packaging).
Thiswouldresultin3 x 3 Latinsquare.

One point that hasto be kept in mind isthat the treatment should be assigned
randomly to cellsin such away that each treatment occursonceand only oncein
each row andin each column. Thetreatmentsexhibited in Table 2.3 satisfy this
condition.

Use of thisdesign helpsto measure statistically the effect of atreatment onthe
dependent variable and also the measurement of an error resulting from two
extraneousvariables. Thisdesign, indeed hasavery complex setup andisquite
expensiveto execute.

(iv) Factorial Design: A factorial design may be employed to measure the effect of

two or moreindependent variablesat variouslevels. Thefactoria designsallow
for interaction between the variables. Aninteraction issaid to take place when
the smultaneous effect of two or more variablesisdifferent from the sum of their
individua effects. Anindividual may have ahigh preference for mangoesand
may a so likeicecream, which does not mean that hewould like mangoicecream,
leading to aninteraction.

The salesof aproduct may beinfluenced by two factors, namely, pricelevel and
store size. There may be three levels of price—Low (A,), Medium (A,) and
High (A,). The store size could be categorized into Small (B,) and Big (B,). This
could be conceptualized asatwo-factor design with information reported in the
form of atable. Inthetable, each level of onefactor may be presented asarow
and eachlevel of another variablewould be presented asacolumn. Thisexample
could be summarizedin theform of atable having three rowsand two columns.
Thiswould require 3 x 2 =6 cells. Therefore, six different level of treatment



combinations would be produced each with aspecific level of price and store
size. Therespondentswould be randomly selected and randomly assigned to the
six cells. Thetabular presentation of 3 x 2 factorial designisgiveninTable2.6.

Table 2.6 3 x 2 Factorial Design for Price Level and Sore Sze

Price Sore

Smdl (B,) Big(B,)
Low Level (A1) AB, AB,
MediumLevel (A2) AB, AB,
HighLevel (A3) AB, AB,

Respondentsin each cell receive aspecified treatment combination. For example,
respondentsin the upper left hand corner cell would facesmall level of priceand
small store. Similarly, the respondentsin the lower right hand corner cell will be
subjected to both high pricelevel and big store.

Themain advantagesof factorial design are:
It is possible to measure the main effects and interaction effect of two or
moreindependent variablesat variouslevels.
It allowsasaving of timeand effort because all observationsare employed to
study the effects of each factor.
The conclusion reached using factorial design has broader applicationsas
each factor isstudied with different combinations of other factors.

Thelimitation of thisdesignisthat the number of combinations (number of cells)
increaseswith increased number of factorsand levels. However, afractional factoria
design could be used if interest isin studying only afew of the interactions or main
effects.

Experiments are used to infer causality where the researcher actively
mani pul ates one or more causal variablesand measuretheir effectson the
dependent variable. Therearethree necessary conditionsfor inferring causality:
(i) Concomitant variation (ii) Time order of occurrence of variables, and
(iii) The absence of other possible causal factors. Various concepts like
independent variables(treatments), test units, dependent variables, exogenous
variables are used in conducting an experiment. An experiment can be
conducted under different environmental conditions, namely, |aboratory and
field. Theresearcher hastwo goal swhile conducting an experiment: (i) To
keep the internal validity of the experiment very high and (ii) To make
generalization of theresultsof the experimentsto awider population. Interna
validity is concerned with examining the absence of all the causal factors
except the onewhoseinfluenceisbeing examined on the dependent variable.
External validity, onthe other hand, refersto the generalization of the results
of the experiment. Therearevariousfactorsaffecting theinternal validity of
theexperiment. Theseare history, maturation, teting, instrumentation, Satistical
regression, selection bias and test units’ mortality. Similarly, there are factors
influencing the external vaidity of an experiment. Someof thefactorsmay be
common to both theinternal and the external validity of theexperiment. The
methods of controlling the effects of extraneousvariablesare a so discussed.
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Experimenta desgnsareclassified into pre-experimental, quas-experimental,
true-experimental and statistical design. Under pre-experimental designare
included (i) One-shot case study, (ii) One-group pre-test post-test design and
(iii) Static group comparison. The pre-experimental designsdo not make use
of randomization procedure in order to control the extraneous variables.
Therefore, theinternd validity of such experimentsremainsdoubtful. Under
quas -experimenta design arediscussed (i) Timeseriesdesgnand (ii) Multiple
time seriesdesign. Inthese designsthe researcher has control over whenthe
measurements are to be taken and on whom they are taken. However, the
designlackscomplete control of scheduling of treatment and al so lacksability
to randomize test units exposure to treatments. Included in the category of
true-experimental design are (i) Pre-test—post-test control group, (ii) Post-
test—only control group and (iii) Solomon four-group design. In these designs,
theresearcher can randomly assign test unitsand treatmentsto experimental
groups. Theresearcher isableto eliminate the effect of extraneousvariables
from both control and experimental groups. The statistical designs covered
hereare (i) Completely randomized design, (ii) Randomized block design,
(ili) Latinsquaredesign, and (iv) Factorial design. Thedtatistical designshelp
to (i) Study the effect of morethan onelevel of independent variablesonthe
dependent variable; (ii) Study the effect of morethan oneindependent variable
and (iii) Theeffect of specific extraneous variables.

2.5 SUMMARY

- A research design isaconceptual framework for conducting research. Itisa

blueprint for collecting, measuring and analyzing data. Research designs deal
with the What, Where, When and How of aninquiry.

- Exploratory designsarethe s mplest and most |oosely structured designs.
- Thefocusgroup technique, though originally rooted in sociology, isactively used

inall branches of behavioral sciences. Inatypical focusgroup, thereisacarefully
selected small set of individual representative of thelarger respondent population
under study.

- Cross-sectional study involves a slice of the population just as in scientific

experiments onetakesacross-section of theleaf or the cheek cellsto study the
cell structure under the microscope, similarly onetakesacurrent subdivision of
the popul ation and studiesthe nature of therelevant variablesbeing investigated.

- A snglesampleof theidentified population that isstudied over astretched period

of timeistermed asalongitudinal study design. A panel of consumersspecificaly
chosen to study their grocery purchase pattern isan example of alongitudinal
design.

- Selecting a part of the “universe’ with a view to draw conclusions about the

‘universe’ or *population’ for a study is known as sampling. Aresearcher uses
sampling for savingtime and costsasaselected sampleisareplicaof the popul ation.

- Apopulation is the aggregate of all the cases that conform to the researcher’s

designated set of specifications. Therefore, the term people may mean al the
residentsof India, or those engaged in factory work, or women, boysunder the



age of 20 and so on, asdefined by the researcher. By specification all the boys Research Design
under 20 would beincluded in the popul ation of India, can bereferred to asasub-
population or stratum with referenceto the main popul ation.

- A censusisacount of al theelementsin apopul ation and adetermination of the
digtribution of their characterigtics, based on theinformation obtained for each of
the elements. It is economical in terms of time, effort and money to get the
desired information for only some of the elementsthanfor all of them.

- When we salect some of theel ementswith theintention of finding out something
about the population fromwhich they aretaken, werefer to that group of elements
asasample. The expectation hereisthat what we find out about the sampleis
true of the popul ation asawhole. Thisdependson theway the sampl eisselected.

- A measure use based on the entire population iscalled aparameter. A sampleis
any number of persons selected to represent the popul ation according to some
ruleor plan. So, asampleisasmaller representation of the popul ation. A measure
based on asampleisknown asastatistic.

- Asample is obtained according to a “plan’. Asample design is a technique for
selecting theitemsfor asample. The size of the sample means the number of
itemsto beincluded inthe sample. Sampl e design should be determined before
data collection and the sample should be designed to suit the studly.

- Whiledesigning asample, the universe or set of objectsto be studied needto be
determined; sampling unit or the group from which sampleisto bedrawn needs
to be decided; servicelist isthe sampling from alist index or other population
records from which the sampleisto be drawn; size of the sample needsto be
determined; factorsto be studied have to be determined; budgetary constraints
haveto bekept in mind whiledrawing the sample.

NOTES

2.6 KEY TERMS

- Extraneousvariables: Variablesunrelated to the study but having aninfluence
onthedependent variable

- Exploratory designs: Thebasic objective of thisdesignisto exploreand obtain
clarity about the problem situation

- Expert opinion survey: Theapproach of collecting particularsfrom significant
and eruditepeople

2.7 ANSWERSTO ‘CHECK YOUR POGRESS’

1. A research design isaconceptual framework for conducting research. Itisa
blueprint for collecting, measuring and analysing data. Research designsdeal
with the What, Where, When and How of aninquiry.

2. Descriptiveresearchisconsidered to be aframework for aconclusiveresearch.

3. A casestudy isaresearch design that focuses on asingle case rather than dedling
with asample of alarge population. For example, acareful determination of the
factorsthat |ed to the successor failure of acommunity project may be conducted.

4. A trend study focuses on a particular characteristic of the population over a
specific period of time.
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5. Research designisadetailed plan of how aresearch study isto be completed.

6. Thebasic objective of exploratory research designisto exploreand obtain clarity
about the problem situation.

7. Experimental design can be classified as pre-experimental, quasi-experimenta,
true experimental and statistical.

8. Factoria designisused to measurethe effect of two or moreindependent variables
at variouslevels.

2.8 QUESTIONSAND EXERCISES

Short-Answer Questions

1. What isaresearch design?

2. What are the characteristics of agood research design?

3. What do you mean by two-tiered research design?

4. What isthesignificance of censusand sample survey in sampling?

Long-Answer Questions

1. Explain briefly the significance of research designin aresearch process.
2. Evaluate theimportance of research design inthe social research scenario.
3. Explain experimental designwiththehelp of diagrams.

2.9 FURTHER READING
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Business Sudents, 5th edition. New Jersey: Pearson Education.

Levin, Richard 1. 1984. Satisticsfor Management, 3rd edition. United States: Prentice-
Hall.
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3.0 INTRODUCTION

Inthisunit, youwill learn about the significant features of sampling design. Sampling,
however, isgenerally quite acomplicated process. Thetwo basic reasonsdueto which
there are at timesincorrect inferences in sampling are systematic biasand errorsin
sampling procedures. Such errors can lead to completely wrong results and hence
completely wrong piece of information. Hence, it isnecessary that aperson carrying out
aresearch has a thorough knowledge and experience of all the statistical and other
techniques used in sampling design and research design.

3.1 UNIT OBJECTIVES

After going throughthisunit, youwill beableto:
- Explainthe sampling process
- Discussthe criteriaof selecting asampling process
- Describethe concept of standard error
- Understand the criteriaand stepsfor selecting asampling procedure
- Explainthe characteristics of agood sampledesign
- Discussthesignificance of probability and non-probability sampling

Sampling Design
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3.2 MEANING AND SIGNIFICANCE OF SAMPLE

A part of population is called sample. Selecting a part of the universewithaview to
draw conclusions about the “‘universe’ or ‘population’ for a study is called sampling

Fundamentals of Sampling

All items in any field of inquiry constitute a ‘universe’ or ‘population. A complete

enumeration of all theitemsinthe'population’ isknown asacensusinquiry. It can be
presumed that in such aninquiry, when all itemsare covered, no element of chanceis
left and the highest level of accuracy isobtained. But in practice thismay not betrue.

Eventhe slightest element of biasin such an enquiry will get larger asthe number of

observationincreases. Moreover, thereisno way of checking the element of biasor its
extent except through are-survey or use of sample checks. Besides, thistypeof inquiry
involvesagreat dea of time, money and energy. Therefore, whenthefield of inquiryis
large, this method becomes difficult to adopt because of the resourcesinvolved. At
times, thismethod is practically beyond the reach of ordinary researchers. Perhaps,

government isthe only institution which can get the compl ete enumeration carried out.
Even the government adoptsthisin very rare cases such aspopul ation censuswhichis
conducted oncein adecade. Further, many timesit isnot poss bleto examine each and
every component inthe popul ation, and sometimesit isnot possibleto obtain sufficiently
accurate results by studying only apart of total population. In such casesthe utility of
censussurveysare pretty limited.

However, it needsto be emphasized that when theuniverseissmall, itisno use
resorting to a ssimple survey. When field studies are undertaken in practical life,
consderation of timeand cost invariably |eadsto asd ection of repondentsi.e., salecting
of only afew. The respondents sel ected shoul d be asrepresentative of thetotal population
aspossiblein order to produce a miniature cross-section. The selected respondents
constitute what is technically called a *‘Sample’ and the process is called *‘Sampling
Technique’. The survey so conducted is known as ‘Sample Survey’. If explained
Igebraically, it would read such aslet the population sizebe N and if apart of sizen
(whichis<N) of thispopulationis selected according to somerulefor studying some
characteristicsof the popul ation, the group cong sting of thesenunits is known as ‘Sample’.
The researcher must prepare asample design for hisstudy, i.e., he must know how a
sample should be sel ected and of what size such asamplewould be.

A sampledesignisadefinite plan for obtaining asamplefrom agiven popul ation.
It refers to the technique or the procedure the researcher adopts while selecting
componentsfor the sample. Sampledesign may aswell lay down the number if itemsto
beincluded in the sample, i.e., the size of the sample. Sample design is determined
before data are collected. There are many sample designs available from which a
researcher can choose. Some designs are rel atively more precise and easier to apply
compared to others. A researcher must sel ect/prepare asample design which should be
reliableand appropriatefor hisresearch study.

Some Fundamental Definitions

Somefundamental conceptsrelated to sampling are discussed asfollows.

(i) Universe or Population: The total number of itemsin any field of study is
called the universe. The population refersto thetotal unitsor itemsabout which



informationisrequired. The attributesthat are the object of the study are called Sampling Design
the characteristicsand the units possessing them are known as el ementary units.
Theaggregate of such unitsisthe popul ation.

All unitsinany field of study congtitute the universe. All eementary unitsarethe
population. Often the two terms are used i nterchangeably, however, research
needsadistinction. The population or universe can be of two types: (i) Finiteand
(i) Infinite.

A finite population consists of fixed number of elementsand the elementscan be
enumerated totally, e.g., thenumber of studentsin astate. The symbol N isused
to depict the number of elementsor itemsof afinite popul ation.

An infinite is the one where all the elements cannot be observed, at least
theoretically, e.g., the number of starsin the sky. Inasense, avery largefinite
populationisaninfinite population.

NOTES

(i) Sample: Itisasubset of the population. It comprisesonly some elementsof the
population. If out of the 350 mechanical engineersemployed in an organization,
30 are surveyed regarding their intention to |eave the organi zation in the next six
months, these 30 memberswould congtitute the sample.

(i) Sampling Unit: A sampling unitisasingle member of the sample. If asample of
50 studentsistaken from apopulation of 200 MBA studentsinabusinessschool,
then each of the 50 studentsisasampling unit. Another examplecould bethat if
asampleof 50 patientsistaken from ahospital to understand their perception
about the services of the hospital, each of the 50 patientsisasampling unit.

(iv) Sampling: Itisaprocessof selecting an adequate number of elementsfromthe
popul ation so that the study of the samplewill not only hel p in understanding the
characteristics of the population but will also enable usto generalizetheresults,
We will see later that there are two types of sampling designs—probability
sampling design and non-probability sampling design.

(v) Parameter: Asper definition, aparameter isan arbitrary constant whose value
characterizesamember of asystem (asafamily of curves); alsoitisaquantity
(asamean or variance) that describesa statistical population. A parameter isa
va ue, usudly unknown (and which therefore hasto be estimated), used to represent
acertain popul ation characterigtic. For example, the population meanisaparameter
that isoften used to indicate the average val ue of aquantity. Within apopul ation,
aparameter isafixed valuewhich doesnot vary. Each sample drawn fromthe
popul ation hasitsown val ue of any statistic that isused to estimatethis parameter.
For exampl e, the mean of the datain asampleisused to give information about
theoveral meaninthe population fromwhich that samplewasdrawn. Parameters
are often assigned Greek letters Sigma (s) whereas stati sti csare assigned Roman
letters(s). A statistical parameter isaparameter that indexesafamily of probability
distributions. It can beregarded asanumerical characteristic of apopulation or a
modd.

(vi) Satistic: A gatigtic (singular) isasnglemeasureof someattributesof asample,
for exampleitsarithmetic mean value. It is calculated by applying afunction
(statistical algorithm) to the values of theitems of the sample, which are known
together asaset of data. Moreformally, statistical theory definesastatisticasa
function of a sample where the function itself is independent of the sample’s
distribution; that is, the function can be stated beforerealization of the data. The
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term statistic isused both for the function and for the value of the function ona
givensample.

Adatigticisdigtinct fromagtatistical parameter, whichisnot computable because
often the population is much too large to examine and measure al itsitems.
However, agtatistic, when used to estimate a popul ation parameter, iscalled an
estimator. For exampl e, the sample meanisasatistic that estimatesthe popul ation
mean, whichisaparameter.

When a statistic (a function) is being used for a specific purpose, it may be
referred to by anameindicating its purpose: in descriptive statistics, adescriptive
statistic isused to describe the data; in estimation theory, an estimator isused to
edimateaparameter of thedistribution (population); in satistical hypothesistesting,
atest statistic isused to test ahypothesis. However, asingle statistic can be used
for multiple purposes — for example the sample mean can be used to describe a
data set, to estimate the popul ation mean, or to test ahypothesis.

(vil) Sandard Error: As per definition the *Standard Error’ is the standard deviation
of the sampling distribution of astatistic. Standard error isastatistical term that
measuresthe accuracy withwhich asamplerepresentsapopul ation. In satistics,
samplemean deviatesfrom the actual mean of apopulation; thisdeviationisthe
standard error. Thus the term ‘standard error” is used to refer to the standard
deviation of various sample statistics, such as the mean or median. The ‘standard
error of the mean’ refers to the standard deviation of the distribution of sample
means taken from a population. The smaller the standard error, the more
representative the samplewill be of theoverall population. Thestandard error is
also inversely proportional to the sample size; the larger the sample size, the
smaller the standard error because the statistic will approach the actual value.

(viii) Sampling Frame: The elementary units that form the basis of the sampling
process are known assampling units. A list of al such sampling unitsisreferred
toas thesampling frame. The sampling frameisalist of itemsfrom which the
sampleisdrawn. For research, aframe of the population isto be constructed
whichwill enabletheresearcher to draw the sample, e.g., namesfrom the census
records or telephonedirectory, etc., for conducting astudy onasamplethatis
drawn from the frame. Telephone directory isaframe, from which namesare
drawnto get the sample.

(ixX) Sampling Design: Sampling design helpsin obtaining asamplefromtheframe.
It isthe procedure or technique for obtaining those sampling unitsfrom which
inferences can be made. The sampling design hasto be prepared well in advance
before undertaking any research.

(x) Satistic(s) and Parameter (s): A statistic isthe characteristic of the sample
whereasthe parameter isthe characteristic of the popul ation. Sampling analysis
involves estimating the parameter from the statistic.

(xi) SamplingError: Thisreferstoany inaccuracy whichisspottedintheinformation
collected because only asmall portion of the populationisincluded inthe study.
Thesampling errorsareal so known aserror variances. These ariseout of sampling
and areusudly random variationsin the sample estimatesaround the true popul ation
values.



Sampling error = Frame error + Chance error + Response error

Sampling errors decrease asthe homogeny of the universeincreases. Sampling
error isusually worked out asthe product of the articlevalue at acertain level of
significance and the standard error.

Non-sampling errors also occur while collecting data. But these cannot be
measured. Sincethe sampleand not the universeisstudied, work proceedsfast.
Thisisabigadvantagefor research.

(xii)) SampleDigtribution: For example, say, from apopulation of 30,000, arandom
of 300 peopleischosen for agiven study. The observed dataarearrangedin a
frequency distribution, e.g., fertility rate. Thistypeof distributioniscalled sample
digtribution.

(xiii) Population Distribution: If the fertility rates of all the 30,000 people of the
popul ation are obtained and arranged in afrequency distribution, it isknown as
popul ation distribution. Sincetheformsand parametersare not ordinarily known,
an estimate of these two characteristicsof population ismade from the sample
distribution. So, if the sampledistributionisnormal, one can assumethat the
populationdigtributionisalso normal.

3.2.1 Principle of Sampling

On the basis of sample study we can predict and generalise the behaviour of mass
phenomena. Thisispossible becausethereisno statistical population whose elements
would vary from each other (one another) without limit. For example, wheat variesto a
limited extent in colour, protein content, length, weight etc., it can dways beidentified as
wheat. Similarly, applesof the sametree may vary insize, colour, taste, weight etc., but
they can dwaysbeidentified asapples. Thus, wefind that although diversty isauniversa
quality of massdata, every popul ation hascharacteristic propertieswith limited variation.
Thismakes possi blethe selection of arelatively small unbiased random sampl ethat can
portray well thetraits of the population.

There aretwo important laws on which the theory of sampling isbased:
1. Law of *Statistical Regularity’ and
2. Law of ‘Inertia of Large numbers’

Law of Statistical Regularity

Thislaw isderived from the mathematical theory of probability. In thewords of king:
‘The law of statistical regularity lays down that a moderately large no. of items chosen
at random from alarge group are almost sure on theaverageto possessthe characteristics
of the large group’. In other words, this law points out that if a sample is taken at random
fromapopulation, itislikely to possess almost the same characteristics asthat of the
population. Thislaw directsour attention to onevery important point, that is, thedesirability
of choosing the sampleat random.

By random selection we mean a selection where each and every item of the
population has an equal chance of being selected in the sample. In other words, the
selection must not be made by deliberate exercise of one’s discretion. Asample selected
inthismanner would be representative of the popul ation. If thiscondition issatisfied, itis
possiblefor oneto depict fairly accurately the characteristics of the popul ation by studying
only apart of it. Hence, thislaw isof practical significancebecauseit makespossiblea
considerabl e reduction of thework necessary beforeany conclusionisdrawnregarding

Sampling Design

NOTES

Self-Instructional Material 95



Sampling Design

NOTES

96 Sdf-Instructional Material

alargeuniverse. For example, if oneintendsto make astudy of the average height of
the studentsof Delhi University, itisnot necessary to measure the heights of each and
every student. A few students may be selected at random from every college, their
hei ghtsmeasured and the average height of university sudentsin general may beinferred.

[t should be noted that the results derived from the sample datamay be different
from that of the population. Thisisfor the ssimplereason that the sampleisonly apart of
thewholeuniverse. For example, the average height of the studentsof Delhi University
may come out to be 160 cm by census method whereasit may be 159 cmor 161 cm for
the sampletaken. It should bejust acoincidenceif the height comesout to be exactly
160 cm under both the methods. However, therewould not be much differenceinthe
resultsderived if the sampleisrepresentative of the universe.

Law of Inertia of Large Numbers

Thislaw isacorollary of thelaw of statistical regularity. Itisof great significanceinthe
theory of sampling. It statesthat, other thingsbeing equal, larger the size of the sample,
moreaccuratetheresultsarelikely to be. Thisisbecauselarge numbersaremore stable
ascomparedtosmall ones Thedifferenceintheaggregateresultislikely tobeinsgnificant,
when the number in the sampleislarge, because when large numbersare considered,
the variations in the component parts tend to balance each other and therefore, the
variation in the aggregate isinggnificant. For example, if acoinistossed 10 times, we
should expecit equal no. of headsandtails, i.e., 5 each. But sincetheexperimentistried
asmall no. of times, itislikely that we may not get exactly 5 headsand 5tails. Theresult
may be acombination of 9 headsand 1tail, or 8 headsand 2tails, or 7 headsand 3tails.
If the same experiment iscarried out 1000 timesthe chance of 500 headsand 500tails
would bevery highi.e., theresult would be very near to 50% headsand 50%tails.

Thebas c reason for such likelihood i sthat the experiment hasbeen carried out a
sufficiently large no. of timesand possibility of variation in onedirection compensating
for othersinadifferent directionisgreater. If at onetimewe get continuoudly 5 heads,
itislikely that at any other timewe may get continuoudy 5 tailsand so on, and for the
experiment asawholetheno. of headsand tailsmay be moreor lessequal. Similarly, if
itisintended to study the variationin the production of riceover ano. of yearsand data
are collected from one or two Statesonly, the result would reflect large variationsin
production dueto the favourable factorsin operation. If, on the other hand, figures of
production are collected for all the Statesin India, it isquitelikely that wefind little
variationintheaggregate. This doesnot mean that the production would remain constant
for al theyears. It only impliesthat the changesin the production of theindividua States
will be counterbal anced so asto reflect smaller variationsin production for the country
asawhole.

3.2.2 Essentials of Good Sample
If the sampleresultsareto have any worthwhile meaning, it isnecessary that asample
possessesthefollowing essentials:

(i) Representativeness: A sampleshould be so selected that it truly representsthe
universe otherwise the results obtained may be misleading. To ensure
representativeness, the random method of selection should be used.

(i) Adequacy: Thesizeof sampleshould beadequate, otherwiseit may not represent
the characteristics of the universe.



(i) Independence: All itemsof the sample should be sel ected independently of one
another and all items of the universe should have the same chance of being
selected in the sample. By independence of selection wemean that the selection
of aparticular iteminonedraw hasinfluence on the probabilitiesof selectionin
any other draw.

(iv) Homogeneity : When wetalk of homogeneity, we mean that thereisno basic
differencein the nature of units of the universe and that of the sample. If two
samples from the same universe are taken, they should give more or lessthe
sameunit.

3.2.3 Methods of Sampling

The variousmethods of sampling can be grouped under two broad heads : Probability
sampling (also known asrandom sampling) and non-probability (or non-randon) sampling.

Probability Sampling M ethods: Probability sampling methods are thosein which
every iteminthe universe hasaknown chance, or probability, of being chosen for the
sample. Thisimpliesthat the selection of sample itemsisindependent of the person
making the study — that is, the sampling operation is controlled so objectively that the
itemswill bechosen strictly at random.

Non-Probability Sampling M ethods: Non-probability sampling methods are those
which do not provide every item in the universe with aknown chance of beingincluded
inthesample. The selection processis, at least, partially subjective. It may be noted that
the team ‘random sample’ is not used to describe the data in the sample but the process
employedin selecting the sample. Randomnessisthusaproperty of the sampling procedure
instead of anindividual sample. Assuch, randomnesscan enter processed samplingina
no. of waysand hence random samplesmay be of many kinds.

Advantages of Probability Sampling: The following are the basic advantages of
probability sampling methods:
(i) 1tdoesnot depend upon the existence of detailed information about the universe
for itseffectiveness.

(i) Probability sampling providesestimateswhich are essentially unbiased and have
measurableprecision.

(i) Itispossibleto evaluatetherelative efficiency of various sampledesignsonly
when probability samplingisused.
Limitationsof Probability Sampling: Despite the great advantages of probability
sampling techniques mentioned above, it has certain limitati ons because of which non-
probability sampling isquite often used in practice. Theselimitationsare:
(i) Probability sampling requiresavery highlevel of skill and experiencefor itsuse.
(i) Itrequiresalot of timeto plan and execute aprobability sample.
(i) Thecostsinvolvedin probability sampling are generally large ascompared to
non-probability sampling.
Non-random samplingisaprocessof sample sel ection without the use of randomization.

In other words, anon-random sampleis sel ected on abasis other than the probability
consideration such as convenience, judgement etc.

Themost important difference between random and non-random samplingisthat whereas
the pattern of sampling variability can be ascertained in case of random sampling, in
non-random sampling, thereisnoway of knowing the pattern of variability inthe process.
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I. Non-Probability Sampling Methods

(i) Judgement Sampling.
(i) Convenience Sampling
(i) QuotaSampling
[1. Probability Sampling M ethods

(8 Simpleor Unrestricted Random Sampling and

(b) Restricted Random Sampling
(i) Stratified Sampling
(i) Systematic Sampling
(i) Cluster Sampling

| Sampling Methods

Non-probability Probability
Samples Samples
I I ]
Judgement Quota Convenience
Sampling Sampling Sampling
Simple Random Stratified Systematic Cluster
Sampling Sampling Sampling Sampling

Non-Probability Sampling Methods

Judgement Sampling

In this method of sampling, the choice of sample items depends exclusively on the
judgement of theinvestigator. In other words, theinvestigator exerciseshisjudgementin
thechoice and includesthoseitemsin the samplewhich hethinksare most typical of the
universewith regard to the characteristicsunder investigation. For exampleif sample of
ten studentsisto be selected from aclass of sixty for analysing the spending habits of
sudents, theinvestigator would select 10 students, who, in hisopinion, arerepresentation
of theclass.

Merits

Though the principlesof sampling theory are not applicableto judgement sampling, the
method issometimes used in solving many types of economic and business problems.
The use of judgement samplingisjustified under avariety of circumstances:

(1)) Whenonly asmal no. of sampling unitsisintheuniverse, smplerandom salection
may miss the more important el ements, whereas judgement selection would
certainly includetheminthesample.

(i) When wewant to study some unknown traits of a population, some of whose
characteristicsareknown, wemay then stratify the popul ation according to these
known properties and select sampling unitsfrom each stratum on the basi s of
judgement. Thismethod isused to obtain amore representative sample.



(i) In solving everyday business problems and making public policy decisions,
executives and public officials are often pressed for time and can not wait for
probability sample designs. Judgement samplingisthentheonly practical method
toarriveat solutionsto their urgent problems.

Limitations

(1) Thismethod isnot scientific because the population unitsto be sampled may be
affected by the personal prejudice or bias of theinvestigator. Thus, judgement
samplinginvolvestherisk that theinvestigator may establish foregone conclusons
by including thoseitemsin the samplewhich conform to hispreconceived notions.
For example, if an investigator holds the view that the wages of workersin a
certain establishment arevery low, and if headoptsthejudgement sampling method,
he may include only those workers in the sample whose wages are low and
thereby establish his point of view which may be far from the truth. Since an
element of subjectivenessispossible, thismethod cannot be recommended for
general use.

(i) Thereisno objectiveway of evaluating thereliability of sampleresults.

The success of this method depends upon the excellence in judgement. If the
individual making decis onsisknowledgeabl e about the popul ation and hasgood
judgement, then the resulting sample may be representative, otherwise the
inferences based on the sample may be erroneous. It may be noted that evenif a
judgement sampleisreasonably representative, thereisno objective method for
determining the size or likelihood of sample error. Thisis abig defect of the
method.

Convenience Sampling

A convenience sampleisobtai ned by sel ecting conveni ent popul ation units.

The method of convenience samplingisalso called thechunk. A chunk refersto
that fraction of the popul ation being investigated which is selected neither by probability
nor by judgement but by convenience. A sample obtained from readily availablelists
such asautomobil e registrations, tel ephone directories, etc., isaconvenience sample
and not arandom sample even if the sampleis drawn at random from thelists. If a
person isto submit aproject report on labour management relationsin textileindustry
and hetakesatextile mill closeto hisoffice and interviews some people over there, he
isfollowing the convenience sampling method. Convenience samplesareproneto bias
by their very nature—selecting population elements which are convenient to choose
almost always make them special or different from the rest of the elementsin the
populationinsomeway.

Hencetheresultsobtai ned by following convenience sampling method can hardly
be representative of the population—they are generally biased and unsatisfactory.
However, convenience sampling isoften used for making pilot studies. Questions may
betested and preliminary information may be obtained by the chunk beforethefinal
sampling designisdecided upon.

Quota Sampling

QuotaSamplingisatype of judgement sampling and is perhapsthe most commonly used
sampling techniquein non-probability category. In aquota sample, quotas are set up
according to some specified characteristics, such asso many in each of several income
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groups, So many in each age, so many with certain political or religious affiliations, and
soon. Eachinterviewer isthentoldtointerview acertain no. of personswhich congtitutes
hisquota. Within the quota, the sel ection of sampleitemsdependson personal judgement.
For example, in aradio listening survey, theinterviewers may betold tointerview 500
peoplelivingin acertain areaand that out of every 100 personsinterviewed 60 areto be
housewives, 25 farmersand 15 children under the age of 15. Within these quotasthe
interviewer isfreeto sl ect the peopleto beinterviewed. Thecost per personinterviewed
may berelatively smal for aquotasample but there are numerous opportunitiesfor bias
which may invalidate theresults. For example, interviewersmay missfarmersworking
in the fields or talk with those houswives who are at home. If a person refuses to
respond, theinterviewer simply selects someone el se. Because of therisk of personal
prejudice and bias entering the process of selection, the quotasampling isnot widely
used in practical work.

Quotasampling and stratified random sampling are similar in asmuch asin both
methodsthe universeisdivided into partsand thetotal sampleisallocated amongthe
parts. However, thetwo proceduresdivergeradicaly. In stratified random sampling, the
samplewithin each stratumischosen at random. In quotasampling, the sampling within
each cell isnot done at random, thefield representativesare given widelatitudein the
sel ection of respondentsto meet their quotas.

Quotasampling isoften used in public opinion studies. It occasionally provides
satisfactory resultsif the interviewers are carefully trained and if they follow their
ingtructionsclosely. It isoften found that since the choice of respondentswithinacell is
left to the field representatives, the more accessible and arti cul ate peopl e within acell
will usually bethe oneswho areinterviewed. Slight negligence on the part of interviewers
may |lead tointerviewing ineligiblerespondents. Evenwith a ert and conscientiousfield
representativesit isoften difficult to determine such control category asage, income,
educational qualifications, etc.

Probability Sampling Method
Simple Unrestricted Random Sampling

Simplerandom sampling refersto that sampling techniquein which each and every unit
of the popul ation has an equal opportunity of being selected in the sample. Insimple
random sampling, which items get selected in the sample is just a matter of chance —
personal biasof theinvestigator does not influencethe selection. It should be noted that
the word ‘random’ does not mean “haphazard’ or *hit-or-miss’ — it rather means that
the selection process is such that the chance only determines which items shall be
included in the sample. As pointed out by Chou, when asampleof sizenisdrawnfrom
apopulation with N elements, the sample is a ‘simple random sample’ if any of the
followingistrue. And, if any of thefollowingistrue, so arethe other two.

(i) All nitemsof the sample are selected independently of one another and all N
itemsin the popul ation have the same chance of beingincluded in thesample. By
independence of selection we mean that the selection of aparticular iteminone
draw hasno influence onthe probabilities of selectioninany other draw.

(i) Ateach selection, all remaining itemsin the population have the same chance of
being drawn. If sampling ismade with replacement, i.e., when each unit drawn
from the population isreplaced prior to drawing the next unit, eachitem hasa

probability of % of being drawn at each selection. If sampling is without



replacement, i.e., when each unit drawn from the population isnot replaced prior
to drawing the next unit, the probability of selection of eachitemremaininginthe

population at thefirst draw is % ,atheseconddrawis L , a thethird draw

(V-1)

1

IS m ,and so on. It should be noted that sampling with replacement hasvery
limited and special use in statistics — we are mostly concerned with sampling
without replacement.

(i) All the possible samplesof agivensizenareequally likely to be selected.

To ensure randomness of sel ection one may adopt either the Lottery method or
consult table of random numbers.

Lottery method entailsnumbering/coding al theitemsof the universeon separate
dipsof identical sze, shapeand col our and folding them and mixed up inacontainer or
drum. A blindfold selection (after shuffling them well) isthen made of the no. of dips
required to constitutethe desired sasmplesize.

The Lottery method discussed above becomes quite cumbersome asthe size of
the popul ation increases. An aternative method of random selectionisthat of usingthe
table of random numbers (or generate arequired string of pseudo-random numbers).

Merits

(i) Sincethesdlection of itemsinthe sampledependsentirely on chance, thereisno
possibility of personal biasaffectingtheresults.

(i) Ascomparedtojudgement sampling arandom sample representstheuniversein
a better way. As the size of the sample increases, it becomes increasingly
representative of the population.

(i) Theanalysit can easily assessthe accuracy of this estimate because sampling
errorsfollow the pinciplesof chance. Thetheory of random sampling isfurther
devel oped than that of any other type of sampling which enablesthe anayst to
providethemost reliableinformation at theleast cost.

Limitations

(i) Theuseof smplerandom sampling necessitatesacompletely catalogued universe
fromwhichto draw thesample. Butitisoften difficult for theinvestigator to have
up-to-datelistsof al theitemsof the population to be sampled. Thisrestrictsthe
use of thismethod in economic and business datawhere very often we haveto
employ restricted random sampling designs.

(i) Thesizeof thesamplerequired to ensure statistical reliability isusually larger
under random sampling than stratified sampling.

(i) Fromthe point of view of field survey it hasbeen claimed that cases selected by
random sampling tend to betoo widely dispersed geographically and that thetime
and cost of collecting databecometoolarge.

(iv) Random sampling may producethemost non-random looking results. For example,
thirteen cardsfrom awell-shuffled pack of playing cardsmay consist of one unit.
But the probability of thiskind of occurrenceisvery, very low.
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Restricted Random Sampling

Sratified Sampling

Stratified random sampling or simply stratified random isone of the random methods
which, by using theavailableinformation concerning the popul ation, attemptstodesigna
more efficient samplethan obtained by the ssimplerandom procedure.

While applying stratified random sampling technique, the procedurefollowed is
givenbelow:
(1) Theuniverseto besampledissubdivided (or stratified) into groupswhich
aremutualy exclusiveand collectively exhaugtive.
(i) A simplerandom sampleisthen chosenindependently from each group.

Thissampling procedure differsfrom smplerandom samplinginthat inthelatter
the sampleitemsare chosen at random from the entire universe. In stratified random
sampling, the samplingisdesigned so that adesignated no. of itemsischosenfromeach
stratum. In simplerandom sampling, the distribution of the sample among stratais|eft
entirely to chance.

Process of Selection of a Stratified Random Sample

- Basisof Sratification: Asageneral rule, strataare created on the basis of a
variable known to be correlated with the variable of interest and for which
information on each universe e ement isknown. Stratashould be constructedina
way which will minimize differencesamong sampling unitswithin strata, and
maximize difference among strata. The knowledge of thetraitsof the population
cangoalongway inthe process of stratification. The purpose of stratificationis
toincreasethe efficiency of sampling by dividing aheterogeneousuniversein
such away that (i) There is as great a homogeneity as possible within each
stratum and (i) A marked differenceis possible between the strata.

- Number of Strata: The practical considerationslimit the no. of stratathat is
feasble, costs of adding more stratamay soon outrun benefits. Asageneralisation,
morethan six stratamay be undesirable.

- SampleSizewithin Srata: Whiledecidingthis, we can use either aproportionate
or disproportionated location. In proportionatedlocation, one sampleseach sratum
inproportiontoitsrelativeweight. In disproportion alocation, thisisnot the case.
It may be pointed out that proportionate all ocation approachissmpleandif all
one knows about each stratumisthe no. of itemsin that stratum, itisgenerally
also the preferred procedure. In disproportionate sampling, the different strata
aresampled at different rates.

Asageneral rulewhen variability among observationswithin astratumishigh,
onesamplesthat stratum at ahigher ratethan for stratawith lessinternal variation.

- Proportionateand Disproportionate Stratified Sample: Inaproportionate
gratified sampling plan, the no. of itemsdrawn from each stratum isproportional
tothe szeof the stratum. For example, if the popul ationisdivided into five groups,
their respective sizesbeing 10, 15, 20, 25 and 30 per cent of the populationand a
sampleof 1000 isdrawn, the desired proportionate sample may be obtainedinthe
following manner.



Fromstratumone, 1000 x (10/100) = 100items
From stratumtwo, 1000 x (15/100) = 150items
From stratumthree, 1000 % (20/100) = 200items
Fromstratumfour, 1000 x (25/100) = 250items
From stratumfive, 1000 x (30/100) = 300items
Total = 1000items

Proportionate stratification yiel dsasampl e that representsthe universewith respect
tothe proportion in each stratum in the population. Thisprocedureissatisfactory if there
isno great differencein dispersion from stratum to stratum. But, it iscertainly not the
most efficient procedure, especially when thereis considerablevariation in different
strata. Thisindicate that in order to obtain maximum efficiency in stratification, we
should assign greater representation to astratum with alarger dispersion and smaller
representationto onewith small variation.

In disproportionate stratified sampling, an equal no. of casesistaken from each
stratum regardless of how the stratum is represented in the universe. Thus, in the
preceding example, an equal no. of items (200) from each stratum may be drawn. In
practice, digproportionate stratified random sampling iscommon when samplingfroma
highly variable universe, whereinthe variation of the measurementsdiffersgreatly from
stratum to stratum.

Merits

(i) Itismorerepresentative.
(i) It ensuresgreater accuracy.
(i) It facilitatesgreater geographical concentration.

Limitations

(i) Eachstratum must contain, asfar aspossible, homogeneousitemsas otherwise
theresultsmay not bereliable. If proper stratification of the population isnot
done, the sample may have the effect of bias.

(i) The items from each stratum should be selected at random. But this may be
difficult to achievein the absence of skilled sampling supervisorsand arandom
sel ection within each stratum may not be ensured.

(i) Becauseof thelikelihood that astratified samplewill be morewidely distributed
geographically than arandom sampl e, cost per observation may be quite high.

Systematic Sampling

Thismethod of samplingisa so known asquasi -random sampling method. Thisisbecause
oncetheinitia starting point isdetermined, the remainder of theitems selected for the
sampleare predetermined by the sasmplinginterval.

A systematic sampleisformed by selecting one unit at random and then selecting
additional unitsat evenly spaced interval suntil the samplehasbeen formed. Thismethod
ispopularly used in those cases where a compl ete list of the population from which
sampleistobedrawnisavailable. Thelist may be prepared in a phabetical, geographical,
numerical or someother order. Theitemsarethen serially numbered. Thefirstitemis
selected at random generally by following the Lottery method. Subsequent itemsare
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selected by taking every Kth item from the list where K’ stands for the sampling
interval or sampling ratio, i.e., theratio of population size to the size of the sample.

Symbalicaly

K=
n
where K = samplinginterva
N = universesize
and n = samplesize

Notes:

1. While calculating K, it is possible that we get afractional value. In such a case, we should use
approximation procedure, i.e., if thefractionislessthan 0.5, it should be omitted and if itismore
than 0.5, it should betakenas 1. If itisexactly 0.5, it should be omitted if the number is even and
should be taken as 1, if the number is odd. Thisis based on the principle that the number after
approximation should preferably be even. For example, if theno. of studentsis, respectively, 1020,
1150 and 1100 and we want to take asample of 200, then K shall be:

1020

K= 200

=51o0r5

(K=" —5750r6
200

1100
il K=———=550r 6
(i) 200 .
If out of say 96 students (withroll numbersfrom 1to 6) it isdesired to take asample of 10 students

using Systematic Sampling method then we haveK = % = % =6.90r 10. Andfrom 1to 96 roll

numbers, thefirst student (between 1 and K i.e., here between 1 and 10) will be selected at random
and then we go on taking every Kth student. Suppose the first student comes out to be 5th. Then
the sample would consist of the following roll numbers:

5,15, 25, 35,45, 55, 65,75, 85, 95.

2. Systematic sampling isrel atively asimpletechnique and may be more efficient statistically than
simple random sampling provided thelists are arranged wholly at random. However, it israrely
that thisrequirement isfulfilled. The nearest approach to randomnessis provided by alphabetical
lists such as are found in tel ephone directory although even these may have certain non-random
characteristics.

Merits

(i) Itissmpleand convenient to adopt.
(i) Thetimeandwork involvedinsampling by thismethod arerelatively | ess.

(i) Theresultsobtained are a so found to be generally satisfactory provided careis
taken to seethat no periodic features associated with the sampling interval .

(iv) If populationsare sufficiently large, systematic sampling can often be expected to
yield resultssmilar to those obtained by proportionate stratified random sampling.
Limitations
(i) 1tbecomes less representative if we are dealing with populations having “hidden
periodicities’.
(i) Also if the population is ordered in a systematic way, with respect to the
characteristicstheinvestigator isinterested in, thenitispossiblethat only certain



typesof itemswill beincluded in the population, or at least more of certaintypes
than others. For instance, in a study of workers’ wages, the list may be such that
every tenth worker on the list getswages above I 2000 per month.

Multistage Sampling or Cluster Sampling

Under thismethod, the random selectionismade of primary, intermediate and final (or
theultimate) unitsfrom agiven population or stratum. There are several stagesinwhich
the sampling processiscarried out. At first, the stage unitsare sampled by somesuitable
method, such assmplerandom sampling. Then, asample of second stage unitsisselected
from each of the selected first stage units, again by some suitable method which may be
the sameasor different from the method employed for thefirst stage units.

Further stages may be added asrequired. The procedure may beillustrated as
follows:

Supposein aparticular survey, wewish to take asample of 1000 studentsfrom
Delhi University, we may take college—primary units—as the first stage, then draw
departments as the second stage and choose students as the third and last stage. In
another example, if weareto choose asample of 10,000 householdsfrom the State of
Andhra Pradesh, we may take districts—primary units—as the first stage, then choose a
no. of villages/towns/mandal s (second stage) and then select ano. of householdsfrom
each villageitown/mandal (third stage).

Merits

(i) Itintroducesflexibility inthesampling method whichislackingintheother methods
It enablesexisting divisonsand sub-divisonsof the popul ation to be used asunits
at various stages, and permits the field work to be concentrated and yet large
areato be covered.

(i) Another advantage of the method isthat subdivisioninto second stage units(ie,
the construction of the second stage frame) need be carried out for only those
first stage unitswhich areincluded in the sample. It istherefore, particularly
valuable in surveys of underdeveloped areas where no frame is generally
sufficiently detailed and accurate for subdivision of the material into reasonably
gmall sampling units.

Limitations

However, amultistage sampleisin genera lessaccurate than a sample containing the
same noumber of final stage unitswhich have been selected by some suitablesingle
stage process.

3.2.4 Sampling Process

Sampling theory deal swith therel ati onshi ps between a popul ation and random samples
drawn from the same. Population or auniverseisan aggregate of itemswith common
traits. A universe constitutesthe totalilty of the components about which aresearcher
seeksto study. Theuniversemay befinite or infinite. Finite universe containsadefinite
number or items. In aninfinite unversethe number of itemsisindefinite.

Universemay be either hypothetical or real. Inthe hypothetical case, theuniverse
doesnot exist and oneonly imaginestheitemscongtituting it. Tossing acoin and throwing
thedice can be cited as examples of ahypothetical universe. Thereal universe consists
of concrete objects.

Sampling Design

NOTES

Self-Instructional Material 105



Sampling Design

NOTES

106 Sdf-Instructional Material

Sampleisthat part of the universewhichis selected at random for the purpose of
survey.

Sampling theory mainly deal swith the rel ationship between aparameter and a
statistic. Thetheory estimatesthe propertiesof the popul ation on the basis of the sample
and a so evaluatesthe precision of the estimate. Thisisknown asstatistical induction or
satistical inference asit attemptsto draw the inference concerning the universefrom
the sample. To use this inductive method, first follow a deductive argument—imagine a
universe (finiteor infinite) and investigate the behaviour of the samplesdrawn fromthis
universe applying thelawsof probability. Such methodol ogy isknown assampling theory.
The objectives of thetheory arelisted bel ow:

(i) Satigtical Estimation: Thisconsstsof estimating the unknown population
parameters from a knowledge of statistical measures based on sample
studies. The estimate can either be apoint estimate or aninterval estimate.
Point estimateisasingle estimate expressed in theform of asinglefigure,
whileinterva estimate hastwo limits, viz., the upper limit and thelower limit
within which the parameter value may lie, interval estimatesarethe ones
which areoften used in statistical induction.

(i) Satigtical Inference: Thesamplingtheory helpsinarrivingat generalizations
about the popul ation/universe from the studies based on samplesdrawn
fromit. It also hel psin testing the accuracy of such generalizations.

Thetheory of sampling can aso be studied under two heads: (i) The sampling of
attributesand (ii) Thesampling of variablesin the context of large and small samples. A
small sampleisonethat hasthirty itemsor lesswhereasalarge sample hasmorethan
thirty items. When studying the qualitative characteristics of all itemsin apopulation,
one obtains statistics of attributes in the form of two classes—one in which the attribute
is present and the second where it is absent. The presence of an attribute may be
termed as a “‘Success’ and its absence a ‘Failure’.

Thetheory can also be applied in the context of statisticsof variables(i.e., data
rel ating to some characteristic concerning population which can be estimated). The
objectivesare:

- Tocompare the observed and expected val uesof thesampleandto determine
if the difference can be ascribed to the fluctuations of sampling.

- To estimate the popul ation parametersfrom the sample.

- Tofind out the degree of reliability of the estimate.

Thetestsof significance used in dealing with problemsarisingin studyinglarge
samplesaredifferent fromthose used for small samples. Thisisbecause, the assumptions
that one hasto makein the case of large samplesdo not hold good for small samples. It
isassumed in case of large samplesthat the sampling distribution tendsto be normal and
thesamplevauesare gpproximately closeto the popul ation values. Thishelpsin applying
what isknown asthe Z-test. When nislarge, the probability of asamplevalue of the
statistic deviating from the parameter by morethan threetimesitsstandard error isvery
small (it is0.0027 as per table giving area under normal curve). The Z-test, thusis
appliedtofind out the degree of reliability of astatisticin case of large samples. One, of
course, needsto work out appropriate standard errorsasthey will enable oneto givethe
limitswithin which the parameter valueswould lie or would enable oneto judge whether
the difference happensto besignificant or not. For example, X + 3s . would givethe
range within which the parameter mean valueis expected to vary with 99.73 per cent
confidenceleve.



Thesampling theory that isapplied for large samplesisnot applicablein the case
of small samplesbecausein the case of samples, one cannot assume that the sampling
digtributionisapproximately normal. A different techniqueisrequired for handling small
samplesin particular when the popul ation parametersareunknown. Sir William S, Gosset
developed a significance test, known as student’s t test, based ont distribution. Hiswas
adggnificant contribution to the theory of sampling, applicablein case of small samples.
Student’s t test isused when two conditionsarefulfilled: the samplesizeisthirty or less
and the population varianceisnot known. Whileusing t test, one assumesthat inthe
population from which the sample hasbeen drawn:

- Thesampleisrandomly drawn.
- Observationsareindependent.
- Thereisno measurement error.

- Andthat inthe case of two sampleswhere equality of the two popul ation means
isto betested, one assumesthat the popul ation variances are equal.

3.2.5 Concept of Standard Error

The standard deviation of the sampling distribution of astatisticisknown asitsStandard
Error (SE.) anditisconsidered the key in sampling theory. The utility of the concept of
standard error ingtatistical induction laysin:

(i) Thestandard error helpsin testing whether the difference between the observed
and the expected frequencies would arise due to chance. The usual criterion
followedistofind out if adifferenceislessthanthreetimesthe SE. Thedifference
issupposed to arise asamatter of chance. If the differenceisequal to or more
thanthricethe S.E., the chancefailsto account for it, and theconclusondrawnis
that itisasignificant difference. The criterion isbased on thefact that at + 3
S.E., thenormal curve coversan areaof 99.73 per cent. Sometimesthe criterion
of two SEE.isasousedinplaceof 3 S.E. Thusthe standard error isan important
measure in significance tests or in examining hypotheses. If the estimated
parameter differsfrom the cal cul ated statistic by morethan 1.96 timesthe S.E.,
thedifferenceistaken assignificant at 5 per cent level of significance. In other
words, the differenceisoutsidethelimits, i.e., it liesinthe 5 per cent area (2.5
per cent on both sides) outside the 95 per cent area of the sampling distribution.
Hence one can conclude with 95 per cent confidencethat the said differenceis
not dueto fluctuationsof sampling. In such acase, the hypothesisthat thereisno
differenceisrejected at 5 per cent level of significance.

But if the differenceislessthan 1.98 timesthe S.E., then it is considered not
significant at 5 per cent level. It can then be said with 95 per cent confidencethat
itisbecause of the fluctuations of sampling. In such acase, the null hypothesis
standstrue. 1.96 isthecritical valueat 5 per cent level. The product of thecritical
value at a certain level of significance and S.E. is described as ‘sampling error’ at
that particular level of significance. One cantest the difference at certain other
levels of significance as well depending upon one’s requirement. Table 3.1 illustrates
thecriteriafor judging significance at variousimportant levels.
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Sampling Design Table 3.1 Criteria for Judging Sgnificance at Various Important Levels

Significance | Confidence | Critical Sampling Confidence | Difference Difference
Level Level Value Error Limits Significant | Insignificant
If If
NOTES 5.0% 95.0% 1.96 1.96s +1.96s >1.96s <1.96s
1.0% 99.0% 2.5758 2.5758s +2.5758s >2.5758s <2.5758s
2.7% 99.73% 3 3s +3s >3s <3s
4.55% 95.45% 2 2s +2s >2s <2s

(i) TheS.E.also providesagood measure of reliability and precision of asample.
The smaller the S.E., the greater the uniformity of sampling distribution and,
therefore, greater thereliability of the sample. Conversely, the greater the SE.,
the greater is the difference between observed and expected frequencies. In
such acase, theunreliability of the sampleishigher. Thesize of S.E., depends
upon the sample sizeto alarge extent and it variesinversely with thesize of the
sample. If reliability factor isto bedoubled, i.e., reducing S.E. to 1/2 of itsexisting
magnitude, the sample size should beincreased four-fold.

(i) TheS.E. aso enablesoneto specify thelimitswithin which the parametersof the
popul ation with aspecified degree of confidence. Such aninterval is known as
confidenceinterval. Thefollowing table givesthe percentage of sampleshaving
their mean valueswithin arange of popul ation mean (m) + SE.

Range Per Cent Values
m+1 S.E. 68.27%
m+2 S.E. 95.45%
m+3 S.E. 99.73%
m +1.96 S.E. 95.00%
m +2.5758 S.E. 99.00%

Important formul ae for computing the standard errors concerning various measures
based on samplesare given asfollows:

(a) In Case of Sampling of Attributes:

(i) Standard error of number of successes= ./nxp>q

Where,
n=Number of eventsinn each sample.
p = Probability of successin each event.
g = Probability of failurein each event.

(if) Standard error of proportion of successes= , /p_:]q

(i) Standard error of the difference between proportions of two samples:
Where,

p = Best estimate of proportion of the population and isworked out asunder:

gL, 10
P e g
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q=1-q
n, =Number of eventsinsampleone
n, =Number of eventsin sampletwo
Note: Instead of the above formula, we use the following formula:

P | P20
S, ., = | AL+l
Pi- P2 n n,

When samples are drawn from two heterogeneous popul ations and where we
cannot have the best estimate of proportion in the universe on the basis of the
given sample data. Such a situation often arisesin the study of association of
attributes.

(b) In Case of Sampling of Variables (L ar ge Samples):
(1) Standard error of mean when population standard deviationisknown:

S p
Sy = ﬁ
Where,
S, = Standard deviation of population
n = Number of itemsinthe sample
Note: Thisformulaisused even when nis 30 or less.
(i) Standard error of mean population standard deviation isunknown:
S S
Sy = \/ﬁ
Where,
s, = Standard deviation of the sample and isworked out asunder

— S(Xi' )z)z
7\ n-1

n =Number of itemsin the sample
(ilf) Standard error of standard deviation when popul ation standard deviationisknown:

S p
Ss, = n
(iv) Standard error of standard deviation when population standard deviation is
unknown:
SS
SSS = \/%
[S(X, - X)?
Ss 7 ( n-1 :
Where,

n =Number of itemsin thesample.
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(v) Standard error of the coefficient of smplecorrelation:
1-r?
> n
Where,

r = Coefficient of amplecorrelation
n =Number of itemsin the sample

() When Two Samplesare Drawn from the Same Population:

L@l 16
Sx.x, =4SpCn T+
v enl n, g

(If s isnot known, sample standard deviation for combined samples
(s,,) may besubstituted).
(d) When Two Samplesare Drawn from Different Populations:

2 2
1 2 r]l n2

(Ifs ands ,arenot known, thenintheir placess _ and s, respectively, may be
substltuted)

(e) In Caseof Sampling of Variables(Small Samples):
(i) Standard error of meanwhens o isunknown:
s = nl(ssl)z + nZ(SSZ)Z + nl(xl B >z1,2)2 + nz(xz - Xl,z)z
e n+n,

_ X)+n, (X
Where, X, , = n( ;1)1"'”22( 2)

Notes: 1. All the above formulae apply only for infinite population. In csethe populationisfinte,
sampling isdonewithout replacement and the sample sizeismorethan 5 per cent of the population,
the finite population multiplier must be used in the S.E formulae. For example, SE, for finite
population will go as given below:

£, o |(N- 1)
«f (N-J

Casesinwhichthe populationisvery largein relation to the s ze of the sample, thefinite
popul ation multiplier iscloseto oneand haslittle effect onthecalculation of SE. Insuch
acasewherethe samplingfractionislessthan 0.05, thefinite popul ation multiplier isnot
generally used.

S(X; - X)?
— n-1
Jn

2. Standard error of difference between two sample meanswhens isunknown

_ S(Xli B X1)2+S(X2i N )?2)2 x i -+
B n +n,- 2 n n

SX:

g‘|m
3 ||»




3.2.6 Census and Sample Survey

Apopulation is the aggregate of all the cases that conform to the researcher’s designated
set of specifications. Therefore, theterm people may mean al theresidentsof India, or
those engaged in factory work, or women, boys under the age of 20 and so on, as
defined by theresearcher. By specification all the boysunder 20 would beincludedin
the population of Indig, can bereferred to asasub-population or stratum withreference
to themain population.

A stratum may be defined by one or more specificationsthat divide apopulation
into mutually exclusive segments, e.g., agiven population may be subdivided into strata
of malesunder the age of 21 and females under age of 21. Similarly, one can have a
stratum based on education, income, etc.

A single member of apopulationisknown asan element. Often, one wantsto
know how certain characteristics of the elementsare distributed in apopulation, e.g.,
one wants to the age distribution of people who have a particular political
preference.

A censusisacount of all theelementsin apopul ation and adetermination of the
distribution of their characteristics, based on theinformation obtained for each of the
elements. Itiseconomical intermsof time, effort and money to get the desired information
for only some of the elementsthan for all of them.

When we sal ect some of the el ementswith theintention of finding out something
about the population from which they aretaken, werefer to that group of elementsasa
sample. The expectation hereisthat what we find out about the sasmpleistrue of the
population asawhole. Thisdepends on theway the sampleis selected.

A measure use based onthe entire populationiscalled apar ameter . A sampleis
any number of persons selected to represent the population according to somerule or
plan. So, asampleisasmaller representation of the population. A measurebased ona
sampleisknown asastatistic.

All itemsinafield of inquiry arethought to constituteauniverse or apopulation.

A completeenumeration of all theitemsinthe populationiscalled acensusinquiry. Itis
presumed that a census enquiry gives the highest possible accuracy. In practice, this
may not be so. Even the dightest error may get magnified asthe observationsincrease.
However, such acensustype of enquiry costslotsof time, money and effort. Therefore,
asmaller sampleischosen for study. The methods used to select samplesare called
sampling techniques. The survey that followsiscalled asamplesurvey.

Factorsinfluencing decisonswhiledrawingasampleare:
- Sizeof the Population: Whenthe population sizeislarge; the selection of
asample becomes necessary.
- CostsInvolved in Obtaining the Elements: If the cost is reasonable;
the samplinginquiry isfecilitated.
- Convenience of Availability of the Elements: Each of these factorsis
important for deciding to select asample, for studly.

Asample is obtained according to a ‘Plan’. Asample design is a technique for selecting
theitemsfor asample. The s ze of the sample meansthe number of itemsto beincluded
inthe sample. Sampl e design should be determined before data collection and the sample
should be designed to suit the study.
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Inaresearch study, we are generally interested in studying the characteristics of
apopulation. Suppose, inatown there aretwo thousand householdsand weareinterested
in estimating the proportion of those householdswho spend their summer vacationsina
hill station. Thisinformation can be obtai ned by asking every household inthat town. If
all the householdsin apopulation are asked to provide information, such asurvey is
caledacensus. Thereisan dternativeway of obtaining the sameinformation by choosing
asubset of al the two thousand househol ds and asking them for the sameinformation.
Thissubset iscaled asample. Based upon theinformation obtained from the sample, a
generalization about the popul ation characteristic could be made. However, that sample
hasto be representative of the population. For asample to be arepresentative of the
popul ation, the digtribution of sampling unitsin the sample hasto beinthe same proportion
asthe elementsin the population. For example, if inatown thereare 50, 35 and 15 per
cent householdsin lower, middle and upper income groups, then asampletaken from
thispopul ation should havethe same proportionsinfor it to be representative. Thereare
several advantages of sample over census.

- Sample savestime and cost. Consider as an examplethat we areinterested in
estimating the monthly average househol d expenditure on food itemsby the people
of Delhi. Itisknown that the population of Delhi isapproximately 1.2 crore. Now,
if we assumethat there are five membersper household, it would mean that the
popul ation comprises gpproximately twenty-four |akh households. Collecting data
on the expenditure of each of the twenty-four lakh households on food items
would beavery time-consuming and expensive exercise. Thisisbecauseyou will
need to hire anumber of investigators and train them before you conduct the
survey on the twenty-four |akh households. Instead, if asample of, say, twenty
householdsis chosen, the task would not only befinished faster but will bein
expensive, too.

- Many timesadecision-maker may not havetoo much of timetowait till all the
informationisavailable. Therefore, asample could cometo hisrescue.

- Thereare stuationswhereasampleisthe only option. When wewant to estimate
the average life of fluorescent bulbs, what is done is that they are burnt out
completely. If we go for acompl ete enumerati on therewould not be anything |l eft
for use. Another exampl e could be testing the quality of aphotographicfilm. To
test the quality, we need to exposeit completely and the moment it isexposed it
getsdestroyed. Therefore, sampleistheonly choice.

- The study of asampleinstead of compl ete enumeration may, at times, produce
morereliableresults. Thisisbecause by sudying asample, fatigueisreduced and
fewer errorsoccur while collecting the data, especially when alarge number of
elementsareinvolved.

A censusisappropriate whenthe populationsizeissmal, e.g., the number
of public sector banksin the country. Supposetheresearcher isinterested in collecting
information from the top management of abank regarding their views on the monetary
policy announced by theReserve Bank of India(RBI), inthiscase, acompleteenumeration
maly be possibleasthe population sizeisnot very large. Asanother example, consider a
bus ness school in Mumbai that enrollsafew studentsfrom Europe, East Africa, South
East Asaand theMiddle East. These studentswould havetheir own problemsin settling
down in the Indian environment because of the differencesin social, cultural and
environmental factors. To understand their concerns, asurvey of population may be



more appropriate. Therefore, asurvey of population could be used when thereisalot of Sampling Design
heterogeneity inthevariablesof interest and the population sizeissmall.

Exhibit 3.1

1995 wasan important year for the disability sector in India. It wastheyear when The NOTES
Disability Act was passed. It was in that period that the disability sector also
recognised one basic fact - that in the absence of correct statistics, people with
disabilities will never get counted! It was promised to us by the then Government
that appropriate datawill be collected in Census 2001.

The arguments for not including disability in Census 2001 were:

1 The Census on disability that was conducted in 1981 was not successful. It did
not give a correct estimate of disabled people in our country. The Census
Commission was made responsible for this failure and hence, the practice was
discontinued.

2. The Enumerators will find it difficult to elicit information from the respondents
regarding the type of disability, etc.

3. People with disabilitieswill hide their disability or that their families will not be
forthcoming with theinformation.

Thefundamental strength and value of the Census comesfromitsuniversal coverage
and its freedom from sampling error. Another advantage of the Census is that the
statistics on persons with disabilities can be analysed by a wide range of other
Census variables (such as, age, marital status, income, labour force status, family
status, etc.) and then compared with the results for the total population. What is
more, the Census can give estimates for small areas and small populations, whichis
usually not possible in Sample Surveys because of their sample size limitations. No
doubt that the Census may have problems with under-estimation of persons with
disabilities, particularly with mild disability and children and older persons with
disabilitiesand hence can provide only acrude measure of disability. If these problems
of under-estimation are taken into account while analysing the data, the Population
Census can provide baseline information on frequency and distribution of disability
inthe population. Thisfrequency and distribution datais essential for policy planning
and fund allocation according to the region. Data obtained in the Census can then be
utilized for the devel opment of representative surveysand studieswhere more detailed
information can be collected on personswith disabilities. The data obtained through
the Population Census could be used to reduce the inherent disadvantage of limited
sample size prevalent in sample surveys. Theideal approach would then be the use
of Population Census as a screening device and use it to improve the efficiency of
the sample selection in a Sample Survey and thereby reduce its costs as well!

On 11th June, the Government made an official announcement that disability has
been included in Census 2001.

Theinclusion of disability in Census2001 isamajor victory for al of usin thedisability
sector. Thiswhole Census episode symbolizes the status of disability in our country. It
took us so many rallies, dharnas, sit-ins, etc., to convince the Government about
something so smple and logical asthis! On the positive side, we can now confidently
say that the disability sector has finally arrived. This victory has once again proved
that there is a greater strength for al of usin cross-disability unity!

Now, the bigger challenge before us is that we have to ensure that this exercise is
conducted in a proper manner.

Source: http://www.disabilityworld.org/01-02_01/news/census.htm NATIONAL CENTRE

FOR PROMOTION OF EMPLOYMENT FOR DISABLED PEOPLE - accessed on 8
February, 2012.
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Uses of Sampling in Real Life

In our day-to-day life we make use of the concept of sampling. Thereis hardly any
personwho hasnot made use of the concept in ared-life stuation. Consider thefollowing
examples.

- Suppose you go to agrocery shop to purchaserice. You have been instructed by

your mother to purchase good quality rice. On reaching the grocery shop you
have the choice of buying thericefrom any one of three bags. What isgenerally
doneisthat you pick up ahandful of ricefrom each bag, examineitsquality and
then decide about which bag’s rice is to be bought. The concept of sampling is
being used here as a handpick from each bag is a sample and examining the
quality isaprocess by which you aretryingto assessthe quality of al thericein
the bag.

- Supposeyou have aguest for dinner at your residence. Your mother preparesa

number of dishesand beforethe guest arrives, she may give you atablespoon of
each of the dish to tasteand tell her whether all theingredientsarein theright
proportion or not. Again, asampleisbeing taken from each of the dish to know
how each of them tastes.

- You goto abookshop to buy amagazine. Beforeyou decideto buy it, you may flip

through its pagesto know whether the contents of the magazinesare of interest
toyou or not. Again, asampl e of pagesistaken from the magazine.

Qualitative research design may be divided into two types: Parallel sampling and
Nested sampling designs. A body of sampling strategies that helps in credible
comparisons of two or more cases represents parallel sampling design. In pair-wise
sampling design, designs can involve comparing each caseto all othersin the sample.
In subgroup sampling design, it caninvolve comparing subgroups of cases. Generally,
research questions determine the sampling design that has to be used. Sampling
strategies that encourage credible comparisons of two or more members of the same
sub group, where one or more members of the subgroup represent a sub-sample of
cases is known as a nested sampling design. Nested sampling designs are more
useful for grounded theorists astheoretical sampling isthe characteristic of grounded
theory design.

Exhibit 3.2 Qualitative Research Design

3.2.7 Criteria and Seps for Selecting a Sampling Procedure

Thefollowing arethe stepsof sampledesign:
- Typeof Univer se: Definethe universe or set of objectsto bestudied. Theuniverse

canbefiniteor infinite. Inthefinite universe, thenumber of itemsiscertain, whilein
theinfinite universe, it isuncertain. An example of the former isthe number of
indugtridistsinacountry, and thelatter, the number of starsinthe sky.

- Sampling Unit: Thisisthe group from which the sampleisto be drawn. For

example, a population unit can be in terms of people’s age, gender, etc., and a
hous ng unit like bunga ow, flat, etc., or an educationa unit like university, college,
school, etc.

- ServiceList: Thesampling from alist index or other population recordsfrom

whichthesampleistobedrawn, e.g., prepareall theitemsintheuniverse from
which the selection of the sample can be made. It should be comprehensive,
correct and reliable, so that the sample becomesrepresentative.



- Sizeof the Sample: Thisrefersto the number if itemsto be selected from the
population, to congtitute the sample. An optimum sample size should bereliable,
flexible and representative. The size could be determined by the precision with
which estimations are needed. Cost considerationsalso comeinto play, here.

- Parametersof Interest: Thisinvolvesthetype of measuresneeded from the
sample. What factorsyou want to studly.

- Budgetary Congtraints. Thisrefersto the practical problemsabout the size of
the sampleand costs associ ated with the collection of datafrom the sample.

Criteria of Selecting a Sampling Procedure

Sampling isacomplicated process. A researcher hastoidentify all thefactorsthat can
affect the sample. The variouscriteriarelated to choice of sampling procedure are as
follows

- Purpose: Purpose of asurvey helpsin selection of aparti cular method of sampling
to the researcher. The particular method of sampling choice depends on the
geographical areaof the survey and size and nature of the studly.

- Measur ability: Theapplication of satistical inferencetheory requirescomputation
of thesampling error from the sampleitsalf. Probability samplesonly alow such
computation. Hence, where the research obj ectivesrequire statistical inference,
the sampl e should be drawn by applying simple random sampling method or
stratified random sampling method, depending whether the population is
homogeneousor heterogeneous.

- Degree of Precision: Desired level of precision of the result of the survey
decidesthe method adopted for sampling.

- Information about Population: Details of information available about the
popul ation to be studied hel psin deciding the method of sampling. If nodatais
availableabout population, itisdifficult to apply probability random sampling. In
thiscondition non-probability sampling method can be used for gaining theideaof
population.

- Natureof Population: Whether population ishomogeneousor heterogeneousis
decided by the variablesthat isbeing studied. Simple random sampling can be
used for homogeneous population and if the population is heterogeneous, then
dratified random sampling isabetter option.

- Geographical Areaof Study and Sizeof Population: Multi-stage, cluster sampling
isused for the study of wide geographical areasand large sizeof population.

- Financial Resour ces. Availability of finance deci desthe need of sampling method.
- TimeLimitation: Timelimit to complete astudy decidesthe method of sampling.
There arethree principlesthat guide sampling theory. These methods are asfollows:

1. Inmajority of cases of sampling thereisahuge difference between the sample
satisticsand the true popul ation mean, whichisattributableto the selection of the
unitsinthesample.

2. Thegreater the sample size; the more accurate will be the estimate of thetrue
popul ation mean.
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3. Thegreater thedifferencein thevariable of the study in apopulation for agiven
samplesize, the greater will bethe difference between the sample statisticsand
thetrue popul ation mean.

Systemic Biasand Sampling Errors

There are two reasons for incorrect inferences arising out of sampling. They are as
follows

1. SystemicBias: Thishiascan arisefrom one or more of thefollowing reasons:

(1) I'nappropriate Sampling: Thismeansthereisabiasintherepresentation
of the universe, from where the sampleisdrawn,

(i) DefectiveMeasuring Device: A physical measuring deviceisfaulty or the
guestionnaire or the interviewer has a bias. This defect would lead to a
systematic bias.

(iif) Non-Responding: Inability to sampled| theindividuasinitidly includedin
thesample, could giverisetoabias.

(iv) Indeterminacy Principle: Individualsact differently while being observed.
Thiscan cause asystematic bias.

(v) Natural BiasintheReporting of the Data: For example, peopleunderstate
their incomeswhen the government asksfor it, but overstate when social
statusisinvolved. In psychological surveysthereisatendency to givea
‘Right’ answer, rather than a true one.

2. Sampling Errors: Thesearerandom variationsin the sample estimate around
thetrue population mean. Sampling errorsareerrorsthat arisefromtheinaccurate
sampling and they generally happen to be random variations (when sampling
is random) in the sample estimates around the true population values
(seeFigure3.1).

Population

Sampling

Sampling Error = Frame Error

+ Chance Error + Response Error
(If we add measurement error or the non-sampling error
to sampling error, we get total error)

Fig. 3.1 Sampling Error
Source: C.R. Kothari, Research Methodology: Methods and Techniques, 1995.



Sampling error = Frame error + Chance error + Response error

Sampling error iscompensatory in nature and the expected value of such an error
happensto beequal tozero. Themagnetite of the sampling error dependson the nature
of the universe. A larger sample design isyet another way to reduce sampling error.
Select asample procedurethat helps control systematic biasand sampling error.

3.2.8 Characteristics of a Good Sample Design

Thefollowing arethe criteriaof agood sample design:
- Sample design should take care of the every possible sampling error.
- Sampledesign should be chosen judicioudy, keeping costsin mind.
- Sample design must attempt to control systematic biasin the best possibleway.
- Samplefindings should be applied with areasonablelevel of confidence.

Different Types of Sample Design

For selecting elementson therepresentation basis, the sample may be obtained by using
either probability sampling or non-probability sampling. Probability samplingisbased on
random sel ection whereas non-probability sampling isbased on non-random sampling.

On element selection basis, the sample may be either restricted or unrestricted.
When each sampledement isdrawnindividualy from thepopulation at large, thesample
isknown asunrestricted sample. All the other forms of sampling are covered under the
term restricted sample. Figure 3.2 showsthe s mplified processof sampling.

) \ Selected Units
Population

Answer
Obtained from
Sample

Fig. 3.2 Sampling Process

There are some advantages and disadvantages of s mplerandom sampling. Theseare
givenasfollows:

Advantages

The advantages of smplerandom samplingare:
- Itisarepresentative sample.

- It isassumed that all the characteristics of the population are reflected in the
sample.

- Thisistheeasest and smplest of all probability sampling methods.

- Thisrandom sampling can be applied in conjunction with many other probability
sampling methods.

- Thesampling error can be easily estimated.
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Disadvantages

The disadvantages of smplerandom sampling are:

- Itisdifficult to ensure that the smaller elementsthat exist in apopulation are
included in the sample. For example, in a population of 500 persons, only 12
people arediaectic. Thesample sizeisonly 50. The chancethat they would be
includedisvery dim.

- Thesimplerandom sampling method cannot fully avail of certaininformation
availableinthe sample. For example, if oneknowsthat thereisapopulation of
children, who arebright, dull, thosewho areartistic, etc., al these e ementscannot
be brought into the sample.

- Sampling error isgreater in therandom samplethanin agtratified random sample.
Tominimizetheerror stratified random sampleisused.

Random Sample from an Infinitive Universe

Under thissampling design, theentire population (universe) isdivided into Srata(groups),
which are mutually exclusive and collectively exhaustive. By mutually exclusive, itis
meant that if an element belongsto one stratum, it cannot belong to any other stratum.
Strata are collectively exhaustive if al the elements of various strata put together
completely cover al the elementsof the population. The elementsare selected using a
s mplerandom sampling independently from each group.

Therearetwo reasonsfor using agratified random sampling rather thanasmple
random sampling. One isthat the researchers are often interested in obtaining data
about the component partsof auniverse. For example, the researcher may beinterested
in knowing the average monthly salesof cell phonesinlarge, medium and small stores.
In such acase, separate sampling from within each stratum would be called for. The
second reason for using adtratified random samplingisthat it ismoreefficient ascompared
to asmplerandom sampling. Thisisbecause dividing the popul ation into various strata
increases the representativness of the sampling as the elements of each stratum are
homogeneousto each other.

Thereare certainissuesthat may be of interest while setting up astratified random
sample. Theseareasfollows:

What criteria should be used for stratifying the universe (population)?

The criteriafor gtratification should berel ated to the obj ectives of the study. The
entire popul ation should be stratified in such away that the el ements are homogeneous
within the strata, whereasthere should be heterogeneity between strata. Asan example,
if theinterest isto estimate the expenditure of househol dson entertainment, theappropriate
criteriafor stratificationwould be the household income. Thisisbecausethe expenditure
on entertainment and household income are highly correlated. As another example,
if the objective of the study isto estimate the amount of money spent on cosmetics, then,
gender could be used as an appropriate criteriafor stratification. Thisisbecauseitis
known that though both men and women use cosmetics, the expenditure by womenis
much more than that of their male counterparts. Someone may argue out that gender
may no longer remain the appropriate criteriaif it isnot backed by income. Therefore,
theresearcher might have to usetwo or more criteriafor stratification depending upon
theproblem in hand. Thiswould only increasethe number of stratathereby making the
samplingdifficult.



Generally stratification isdone on the basis of demographic variableslike age,
income, education and gender. Customersareusually stratified onthe basisof life stages
andincomelevelsto study their buying patterns. Companies may be stratified according
tosize, industry, profitsfor anaysing the stock market reactions.

How many strata should be constructed?

Going by common sense, as many strataas possi ble should be used so that the
elements of each stratum will be ashomogeneous as possible. However, it may not be
practical to increase the number of strataand, therefore, the number may haveto be
limited. Too many stratamay complicatethe survey and make preparation and tabul ation
difficult. Costsof adding more stratamay be more than the benefit obtained. Further, the
researcher may end up the practical difficulty of preparing aseparate sampling frameas
thesimplerandom samplesareto be drawn from each stratum.

What should be appropriate number of samples size to be taken in each
stratum?

Thisquestion pertainsto the number of observationsto be taken out from each
stratum. At the outset, one needsto determinethetotal sample sizefor the universeand
then alocateit between each stratum. Thismay be explained asfollows:

Let therebeapopulation of szeN. Let thispopulation bedivided into three strata
based on a certain criterion. Let N;, N, and N, denote the size of strata 1, 2 and 3,
respectively, such that N = N, + N, + N,. These strata are mutually exclusive and
collectively exhaustive. Each of thesethree stratacould betreated asthree popul ations.
Now, if atotal sampleof szenisto betaken from the popul ation, the question arisesthat
how much of the sample should betaken from strata 1, 2 and 3, respectively, so that the
sum total of sample sizesfrom each strataaddsup ton.

Let thesize of the samplefrom first, second and third strataben,, n,, and
n,, respectively such that n=n, +n, + n,. Then, there are two schemes that may be
used to determinethevaluesof n, (i = 1, 2, 3) from each strata. These are proportionate

and disproportionate al ocation schemes.
Proportionate Allocation Scheme

Inthisscheme, the size of the samplein each stratum is proportional to the size of the
population of thestrata. Asan example, if abank wantsto conduct asurvey to understand
the problemsthat its customersarefacing, it may be appropriate to divide them into
three strata based upon the size of their deposits with the bank. If we have 10,000
customers of abank in such away that 1,500 of them are big account holders (having
depositsmorethan 101akh), 3,500 of them are medium sized account holders (having
deposits of morethan 2 1akh but lessthan¥ 10 lakh), the remaining 5,000 are small

account holders (having deposits of lessthan X 2 1akh). Suppose the total budget for
sampling isfixed at ¥ 20,000 and the cost of sampling a unit (customer) isX 20. If a
sampleof 100isto bechosenfromdl thethree strata, the size of the samplefrom Strata
1would beasfollows:

n=n +M =100x 1500
N 10000

The size of samplefrom Strata2 would be:

=15

n, = n+& =100 ﬂ:?,S
N 10000
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The size of samplefrom strata3 would be:

n, :n+&:100' @:SO
N 10000
Thisway the size of the sample chosen from each stratumis proportional to the
sizeof the stratum. Once you have determined the sample size from each stratum, one
may usethe smplerandom sampling or the systematic sampling or any other sampling
design to take out samplesfrom each of the strata.

Disproportionate Allocation

Asper the proportionate alocation explained above, the sizesof the samplesfrom Strata
1,2and 3are 15, 35 and 50, respectively. Asit isknown that the cost of sampling of a
unitis 20 irrespective of the stratafrom where the sampleisdrawn, the bank would
naturally be moreinterestedin drawing alarge samplefrom Stratum 1, which hasthebig
customers, asit getsmost of itsbusinessfrom Strata 1. In other words, the bank may
follow adisproportionate allocation of sample astheimportance of each stratumisnot
the same from the point of view of the bank. The bank may like to take asample of 45
from Strata1 and 40 and 15 from Strata 2 and 3, respectively. Also, alarge sample may
bedesired from the strata having morevariability.

3.3 SAMPLE VS. CENSUS

In aresearch study, we are generally interested in studying the characteristics of a
population. Supposein atown there are 2 lakh households and we areinterested in
estimating the proportion of those househol dswho spend their summer vacationsinahill
station. Thisinformation can be obtained by asking every household in that town. If all
the househol dsin apopul ation are asked to provide information, such asurvey iscalled
acensus. Thereisan aternative way of obtaining the sameinformation by choosing a
subset of all the two lakh househol ds and asking them for the sameinformation. This
subset is called a sample. Based upon the information obtained from the sample, a
generalization about the popul ation characteristic could be made. However, that sample
hasto be representative of the popul ation. For asample to be arepresentative of the
popul ation, the digtribution of sampling unitsin the sample hasto beinthe same proportion
asthe elementsin the population. For example, if inatown thereare 50, 35 and 15 per
cent householdsin lower, middle and upper income groups, then asampletaken from
this popul ation should have the same proportionsfor it to berepresentative. Thereare
several advantages of sample over census.

- Sample savestime and cost. Consider as an examplethat we areinterestedin
estimating themonthly average househol d expenditure on food itemsby the people
of Delhi. Itisknown that the population of Delhi isapproximately 1.2 crore. Now,
if we assumethat there are five membersper household, it would mean that the
popul ation comprises approximately 24 lakh households. Collecting dataon the
expenditure of each of the 24 1akh househol ds on food itemswould be avery
time-consuming and expensive exercise. Thisisbecauseyou will needto hirea
number of investigatorsand train them before you conduct the survey onthe 24
lakh households. Instead, if asample of, say, 2000 householdsischosen, thetask
would not only befinished faster but will bein expensive, too.



- Many timesadecision-maker may not havetoo much of timetowait till al the
informationisavailable. Therefore, asample could cometo hisrescue.

- Thereare dtuationswhereasampleistheonly option. When wewant to estimate
the average life of fluorescent bulbs, what is done is that they are burnt out
completely. If we go for acompl ete enumerati on there would not be anything | eft
for use. Another example could betesting the quality of aphotographicfilm. To
test the quality, we need to expose it completely and the moment it isexposed it
getsdestroyed. Therefore, sampleistheonly choice.

- The study of asampleinstead of compl ete enumeration may, at times, produce
morereliableresults. Thisisbecause by sudying asample, fatigueisreduced and
fewer errorsoccur while collecting the data, especially when alarge number of
elementsareinvolved.

A censusisappropriate when the population sizeissmall, e.g., the number of
public sector banksin the country. Suppose the researcher isinterested in collecting
information from the top management of abank regarding their views on the monetary
policy announced by theReserve Bank of India(RBI), inthiscase, acompleteenumeration
maly be possibleasthe population sizeisnot very large. Asanother example, consder a
business school having afew studentsfrom Europe, East Africa, South East Asiaand
theMiddle East. These studentswould havetheir own problemsin settling downinthe
Indian environment because of the differencesin social, cultural and environmental
factors. To understand their concerns, asurvey of popul ation may be more appropriate.
Therefore, asurvey of population could be used when thereisalot of heterogeneity in
thevariablesof interest and the population sizeissmall.

Sampling design refersto the process of selecting samplesfrom apopulation.
There are two types of sampling designs—probability sampling design and non-probability
sampling design. Probability sampling designs are used in conclusiveresearch. Ina
probability sampling design, each and every element of the population hasaknown
chance of being sel ected in the sample. The known chance doesnot mean equal chance.
Simplerandom samplingisaspecial case of probability sampling design where every
element of the popul ation has both known and equal chance of being selected in the
sample. In case of non-probability sampling design, the e ementsof the population do not
have any known chance of being selected in the sample. These sampling designsare
used in exploratory research.

3.3.1 Probability and Non-Probability Sampling

Under this, the following sampling designs would be covered—S mple Random Sampling
With Replacement (SRSWR), Simple Random Sampling Without Replacement
(SRSWOR), systematic sampling, stratified random sampling and cluster sampling.

Simple Random Sampling with Replacement

Under thisscheme, alist of all theelementsof the popul ation from wherethe samplesto
be drawn is prepared. If there are 1000 elements in the population, we write the
identification number or thename of dl the 1000 elementson 1000 different dips. These
areput in abox and shuffled properly. If there are 20 elementsto be selected from the
popul ation, the s mplerandom sampling procedureinvol vesselecting adip from the box
and reading of theidentification number. Oncethisisdone, thechosendipisput back to
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thebox and again adipispicked up and theidentification number isread fromthat dip.
Thisprocess continuestill asample of 20 isselected. Please notethat thefirst element
ischosen with aprobability of 1/1000, the second oneisalso sel ected with the same
probability and so areal the subsequent elementsof the popul ation.

Anaternativeway of salecting the samplesfrom the populationisby using random
number tables. Table 3.2 givesanillustrative example of random numbers.

Table 3.2 Random Numbers

I I 11 A% Vv
2807 0495 6183 7871 9559
8016 5732 3448 0164 2367
1322 4678 8034 1139 1474
0843 4625 7407 9987 5734
2364 1187 4565 2343 9786
4885 8755 4355 5465 0575
3406 4678 5950 7222 8494
5927 6010 7545 8979 1041
4447 3476 9140 0736 2332
4968 7553 1073 2493 4251
7489 1630 2330 4250 6170
4010 2707 3925 6007 8089
6531 9784 5520 7764 0008
7052 3861 7115 9521 2192
6573 2793 8710 2127 3846
8094 3205 2030 3035 5765
8615 6092 1900 4792 7684
9136 4016 3495 6549 9603
9656 5246 5090 8306 1522
2017 8323 1685 3006 3441

Table 3.2 givesfour-digit random numbersarranged in 20 rowsand five columns.
These random numbers can be generated by a computer programmed to scramble
numbers. Thelogicfor generating random number isthat any number can be constructed
from numbers0to 9. The probability that any onedigit from 0 through 9 will appear is
the same asthat for any other digit and the appearance of the numbersisstatistically
independent. Further, the probability of one sequence of digitsoccurringisthesameas
that for any other sequence of the samelength.

Theuseof random number tablefor selecting samplescould beillustrated through
an example. Supposethereare 75 studentsinaclassand it isdecided to select 15 out of
the 75 students. These students can be numbered from 01 to 75. Now, to pick up 15
studentsusing random numbers and following the scheme of simplerandom sampling
with replacement, we proceed asfollows:

With eyesclosed, we place our finger on anumber on the random number
table. Supposeitisonthefirst row and thefirst column of our table. Now, we
go down thefirst two columnsand choosetwo-digit random numbersrunning
from 01 to 75. If any number greater than 75 appears, it getsrejected. This



way, thefirst number to be sel ected woul d be 28. The second number is 80,
whichwould berejected aswe are choosing numbersfrom 01 to 75. The next
selected number would be 13, followed by 08, 23, 48, 34, 59, 44, 49, 74, 40, 65,
70 and 65. Notethat 65 has appeared twice. Sincewe are using the scheme
of smplerandom sampling with replacement, wewould retain it. Thisway
we have selected 14 samples. The 15th number selected would be 20. In
brief, the scheme explained above states that any number greater than the
population size(inthiscase 75) isrejected and only the numbersfrom 01 to 75
are selected. A number may get repeated because simple random sampling
schemeisdone with replacement.

Simple Random Sampling without Replacement

In the case of s mplerandom samplewithout replacement, the procedureisidentical to
what was explained in the case of smplerandom sampling with replacement. Theonly
difference hereisthat the chosen dip isnot placed back in the box. Thisway, thefirst
unit would be sel ected with the probability of /1000, second unit with the probability of
1/999, thethird will be selected with aprobability of 1/998 and so on, till we select the
required number of elements(inthiscase, 15) inour sample.

Thesmplerandom sampling (with or without replacement) isnot usedinaconsumer
research. Thisisbecause in aconsumer research the population sizeisusually very
large, which creates problemsin the preparation of asampling frame. For example,
thereisalarge number of consumers of soft drinks, pizza, shampoo, soap, chocolate,
etc. However, these (SRSWR and SRSWOR) designs could be useful when the
population sizeisvery small, for example, the number of steel/aluminum-producing
companiesin Indiaand thenumber of banksin India Sincethe population sizeisquite
small, the preparation of asampling frame doesnot create any problem.

Another problem with these (SRSWR and SRSWOR) designsisthat we may not
get arepresentative sample using such a scheme. Consider an example of alocality
having 10,000 househol ds, out of which 5,000 bel ongto low-incomegroup, 3,500 belong
to middleincome group and the remaining 1,500 bel ong to high-income group. Suppose
it isdecided to take asampl e of 100 householdsusing the s mplerandom sampling. The
sel ected sample may not contain even asingle household bel onging to the high- and
middle-incomegroup and only thelow-income householdsmay get selected, thus, resulting
inanon-representative sample.

3.3.2 Determination of Sample Size

The size of asample depends upon the basi ¢ characteristics of the population, thetype
of information required from the survey and the cost involved. Therefore, asample may
vary insizefor severa reasons. The s ze of the popul ation does not influence the size of
the sampleaswill be shown later on.

Therearevariousmethods of determining the samplesizein practice:
Researchersmay arbitrary decidethe size of samplewithout giving any explicit
consideration to the accuracy of the sampleresultsor the cost of sampling.
Thisarbitrary approach should be avoided.

For someof the projects, thetota budget for thefield survey (usualy mentioned)
inaproject proposal isallocated. If the cost of sampling per sample unitis
known, one can easily obtain the sample size by dividing the total budget
allocation by the cost of sampling per unit. Thismethod concentratesonly on
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the cost aspect of sampling, rather than the value of information obtained
from suchasample.

There are other researchers who decide on the sample size based on what
was done by the other researchersin similar studies. Again, thisapproach
cannot be asubstitute for theformal scientific approach.

The most commonly used approach for determining the size of sampleisthe
confidenceinterval approach covered under inferentia statistics. Below will
be discussed thisapproach while determining the S ze of asamplefor estimating
popul ation mean and popul ation proportion. Inaconfidenceinterval approach,
thefollowing pointsare taken into account for determining the ssmplesizein
estimation of problemsinvolving means:

(@ TheVariability of the Population: It would be seen that the higher
thevariability asmeasured by the popul ation standard deviation, larger
will bethesze of thesample. If the tandard deviation of the population
is unknown, a researcher may use the estimates of the standard
deviation from previous studies. Alternatively, the estimates of the
popul ation standard deviation can be computed from the sample data.

(b) The Confidence Attached to the Estimate: It is a matter of
judgement, how much confidenceyou want to attach to your etimate.
Assuming a normal distribution, the higher the confidence the
researcher wantsfor the estimate, larger will besamplesize. Thisis
because the value of the standard normal ordinate ‘Z’ will vary
accordingly. For a 90 per cent confidence, the value of *Z” would be
1.645 and for a 95 per cent confidence, the corresponding ‘Z’ value
would be 1.96, and so on. It would be seen | ater that ahigher confidence
would lead to a larger “Z’ value.

(c) TheAllowableError or Margin of Error: How accurate do we
want our estimate to be is again a matter of judgement of the
researcher. It will of course depend upon the objectives of the study
and the consequence resulting from the higher inaccuracy. If the
researcher seeksgreater precision, theresulting sample sizewould be
large.

Sample Sizefor Estimating Population M ean

Wehavelearnt inthe central limit theorem that the sampling distribution of the sample
mean ( X ) followsanormal distributionwith amean p and astandard error irrespective
of the shape of population distribution whenever the samplesizeislarge. Symbolicaly,
it may bewritten as:

X CN(msy)

nx 30

The above aso holdstrue whenever samplesare drawn from normal popul ation.
However, in that case, the requirement of alarge sample is not there. The various
notationsare explained asunder:

X = Samplemean
M = Populationmean



Sy =  Standard error of mean

n = Samplesze

N = Populationsze

s = Populationstandard deviation
Thevalueof:

S
Sy =ﬁ (When samplesare drawn from aninfinite popul ation)

N -
= %1 /N—z (When samplesaredrawn fromainfinite population)

N -
Theexpresson ,{N—_Z iscalled thefinite population multiplier and need not be

used while sampling from afinite popul ation provided % <0.05.

The standard normal variate Z may bewritten as:

It may be noted from abovethat the size of the sampleisdirectly proportiond to

thevariability inthe popul ation and the value of Z for aconfidenceinterval. It varies
inversely with the size of the error. It may a so be noted that the size of asample does
not depend upon the size of popul ation. Below are given someworked out examplesfor
the determination of asamplesize.
Example3.1: Aneconomist isinterested in estimating the average monthly household
expenditure onfood itemsby the househol dsof atown. Based on past data, it isestimated
that the standard deviation of the popul ation on themonthly expenditure onfood itemis
¥ 30. With dlowableerror set at X 7, estimate the sample sizerequired at a90 per cent
confidence.
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Solution: Thesolutionisobtained asfollows:
90 per cent confidenceb Z=1.645
e =37
s =330
Z%s?

= ¢

(1.645)"(30)°
(7
49.7025
= 50 (approx)

Example 3.2: You are given a population with astandard deviation of 8.6. Determine

the sample size needed to estimate the mean of the populationwithin £ 0.5with a99 per
cent confidence.

Solution: Thesolutionisobtained asfollows:
90 per cent confidenceb Z=2.575

e =05
s = 86

Z°s?

n =
eZ

(2.575)°(8.6)°
(0.5)°
1961.60

1962 (approx)

Example 3.3: Itisdesired to estimate the mean life time of acertain kind of vacuum
cleaner. Given that the popul ation standard deviations = 320 days, how largeasample
isneeded to be ableto assert with aconfidencelevel of 96 per cent that the mean of the
samplewill differ from the popul ation mean by lessthan 45 days?

Solution: Thesolutionisobtained asfollows:
96 per cent confidenceb Z=2.055
e =4
s =30
Z°s?

n =
eZ

(2.055)* (320)"
(45)

21355
214 (approx)



Determination of Sample Sze for Estimating the Population Proportion:
If the sample proportion pisused to estimate the popul ation proportion p, the

standard error of [‘)(Z) would be @ where q = 1 — p. Now assuming normal

distribution, wehave

7= F_)- p
Therefore, Pa
n
i = _ 7 |Pd
Therefore, margin of errore= p—p=~2 o
_&
Z= |k
n
. ah
" pa
ZZ
n= ezpq

Theaboveformulawill beusedif the value of population proportionpisknown.
If, however, pisunknown, we substitute the maximum val ue of pqintheaboveformula.
It can be shown that the maximum value of pgis¥awhen p =%2and q =%

Points to be Noted for Sample Size Deter mination

There are certain issues to be kept in mind before applying the formulas for the
determination of samplesizeinthischapter. Firgt of al, theseformulasare applicablefor
simplerandom sampling only. Further, they relate to the sample size needed for the
estimation of aparticular characteristic of interest. In asurvey, aresearcher needsto
estimate severa characteristicsof interestsand each one of them may requireadifferent
samplesize. In casetheuniverseisdivided into different strata, the accuracy required
for determining the sample sizefor each stratamay be different. However, the present
method will not ableto servethe requirement. Lastly, theformulasfor sample size must
be based upon adequate information about the universe.

3.4 SUMMARY

- A sampledesignisadefinite plan for obtaining asamplefrom agiven popul ation.
It refersto the technique or the procedure the researcher adoptswhile selecting
componentsfor the sample.

- Sampledesign may aswell lay down the number if itemsto beincluded inthe
sample, i.e,, thesizeof the sample. Sample design isdetermined before dataare
collected.

Sampling Design

NOTES

Check Your Progress

1. Definethe term sample

design.

2. Name the two laws on

which the theory of
sampling is based.

3. What isachunk?
4. How arethe quota sampling

and dtratified random
sampling similar?

5. What do you understand by

the term census?
List the principles that
guide sampling theory.

. On what factor does the
size of a sample depend?
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- All unitsinany field of study congtitutethe universe. All e ementary unitsarethe

population. Often the two terms are used i nterchangeably, however, research
needsadistinction. The population or universe can be of two types: (i) Finiteand
(i) Infinite.

- A finite population consists of fixed number of elementsand the elementscan be

enumerated totally, e.g., thenumber of studentsin astate. The symbol N isused
to depict the number of elementsor itemsof afinite population.

- An infinite is the one where all the elements cannot be observed, at least

theoretically, e.g., the number of starsin the sky. Inasense, avery largefinite
populationisaninfinite population.

- On the basis of sample study we can predict and generalize the behaviour of

mass phenomena. Thisisposs blebecausethereisno statistical popul ation whose
elementswould vary from each other (one another) without limit.

- Law of Statistical Regularity isderived from themathemeatical theory of probability.

In the words of king: “The law of statistical regularity lays down that a moderately
large no. of items chosen at random from alarge group are amost sure on the
average to possess the characteristics of the large group’.

- “Law of Inertia of Large Numbers’ is a corollary of the law of statistical regularity.

It isof great significance in the theory of sampling. It statesthat, other things
being equal, larger the size of the sample, more accurate theresultsarelikely to
be.

- The various methods of sampling can be grouped under two broad heads :

Probability sampling (al so known asrandom sampling) and non-probability (or
non-randon) sampling.

- Probability sampling methods arethoseinwhich every itemintheuniversehasa

known chance, or probability, of being chosen for the sample. Thisimpliesthat
the selection of sample items is independent of the person making the study —
that i's, the sampling operation iscontrolled so obj ectively that theitemswill be
chosen strictly at random.

- Non-probability sampling methods are those which do not provideevery itemin

the universewith aknown chance of beingincluded inthe sample. Theselection
processis, at least, partially subjective.

- Injudgement sampling, the choice of sampleitemsdependsexclusively onthe

judgement of the investigator. In other words, the investigator exercises his
judgement in the choi ce and includesthose itemsin the sample which he thinks
are most typical of the universe with regard to the characteristics under
investigation.

- A convenience sampleisobtained by selecting convenient population units. The

method of convenience samplingisalso called the chunk.

- A chunk refersto that fraction of the population being investigated whichissdected

neither by probability nor by judgement but by convenience.

- Simplerandom sampling refersto that sampling techniquein which each and

every unit of the population has an equal opportunity of being selected in the
sample.



- Stratified random sampling or simply stratified random is one of the random Sampling Design
methodswhich, by using the availableinformation concerning the popul ation,
attemptsto design amore efficient sampl e than obtained by the ssmple random
procedure.

- Systematic sampling method of samplingisal so known asquasi-random sampling
method. Thisisbecauseoncetheinitia starting point isdetermined, theremainder
of theitems sel ected for the sample are predetermined by the sampling interval .

- Under Multistage Sampling or Cluster Sampling method, therandom selectionis
made of primary, intermediate and final (or the ultimate) units from a given
population or stratum. There are several stagesin which the sampling processis
carried out.

- The standard deviation of the sampling distribution of astatisticisknown asits
Standard Error (S.E.) and it isconsidered the key in sampling theory.

- A censusisacount of al the elementsin apopul ation and adetermination of the
distribution of their characteristics, based on the information obtained for each of
the elements. It is economical in terms of time, effort and money to get the
desired information for only some of the elementsthanfor al of them.

- A measure based on the entire populationiscalled aparameter. A sampleisany
number of persons sel ected to represent the popul ation according to somerule or
plan. So, asampleisasmaller representation of the popul ation. A measure based
onasampleisknown asastatistic.

- For selecting elements on the representation basis, the sample may be obtained
by using either probability sampling or non-probability sampling. Probability
samplingisbased on random sel ection whereas non-probability sampling isbased
on non-random sampling.

NOTES

- Thesize of asample depends upon the basi ¢ characteristicsof the popul ation, the
type of information required from the survey and the cost involved. Therefore, a
sample may vary in sizefor several reasons. The size of the popul ation does not
influencethe size of the sample.

3.5 KEY TERMS

- Sample: A sampleisany number of personsselected to represent the popul ation
accordingto someruleor plan

- Sampling frame: It comprises all the elements of a population with proper
identification that isavailableto usfor selection at any stage of sampling

- Inference: A conclusion reached on the basi s of evidence and reasoning

- Variation: A change or differencein condition, amount or level, typically with
certainlimits

- Stratum: A layer or aseriesof layersof rock intheground

- Allocation: Theaction or processof alocating or distributing something
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3.6 ANSWERS TO ‘CHECK YOUR POGRESS’

1. A sampledesignisadefiniteplanfor obtaining asamplefrom agiven population.

It refersto the technique or the procedure the researcher adoptswhile selecting
componentsfor the sample. Sample design may aswell lay down the number if
itemsto beincludedinthesample, i.e., the size of the sample.

. Therearetwo important laws on which the theory of sampling isbased:

Law of *Statistical Regularity’
Law of ‘Inertia of Large Numbers’

. Themethod of convenience samplingisalso called the chunk. A chunk refersto

that fraction of the popul ation being investigated which is sel ected neither by
probability nor by judgement but by convenience.

. Quotasampling and gtratified random sampling are similar inasmuch asin both

methodsthe universeisdivided into partsand thetotal sampleisallocated among
the parts. However, thetwo procedures divergeradically. In stratified random
sampling, the samplewithin each stratumischosen at random. In quotasampling,
the sampling within each cell isnot done at random, thefield representativesare
givenwidelatitudein the selection of respondentsto meet their quotas.

. A censusisacount of al the elementsin apopul ation and adetermination of the

distribution of their characteristics, based on the information obtained for each of
the elements. It is economical in terms of time, effort and money to get the
desired information for only some of the elementsthanfor all of them.

. Thethree principlesthat guide sampling theory areasfollows:

Inmajority of casesof sampling thereisahuge difference between the sample
statisticsand the true popul ation mean, whichisattributabl e to the sel ection of
theunitsinthesample.

The greater the sample size; the more accurate will be the estimate of the
true population mean.

The greater the differencein the variable of the study in apopulationfor a
given sample size, the greater will be the difference between the sample
stati sticsand the true popul ation mean.

. Thesizeof asample dependsupon the basic characteristicsof the population, the

type of information required from the survey and the cost involved. Therefore, a
sample may vary in sizefor several reasons. The size of the popul ation does not
influencethe size of the sample.

3.7 QUESTIONSAND EXERCISES

Short-Answer Questions

1. What isthe significance of censusand sample survey in sampling?
2. What aretheusesof samplinginresdl life?

3. What arethe advantages of asimplerandom sampling?

4. Listthevariousstatistical processes.
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. What is secondary resource analysis?

. What do you mean by expert opinion survey?

. Definetheterm population inthe context of research.

. Write the main advantage of systematic sampling design.
. Why convenience sampling isused?

10.
1.
12.

What isjudgmenta sampling?
Definetheterm stratified sampling.
What do you mean by quotasampling?

Long-Answer Questions

© 00 N O 0o A WDN P

S

. Describethe e ementsand stepsinvolved in asampling design.

. Elaborate the use of various methods of sampling.

. Writeadescriptive note on sampling process.

. Discussthe concept and types of research design.

. Explain sampling and non-sampling error with the help of examples.

. Describe probability and non-probability sampling techniques.

. Writeanote on cluster sampling.

. Explainthe criteriaand procedure of selectingasample.

. Discussthe usesof samplinginred life.

. How issampl e size determined? Describe with the hel p of an example.
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4.0 INTRODUCTION

In thisunit, you will learn about the various methods of data collection. The data
collection methods have been categorized into primary and secondary data collection
methods. Primary data can be obtained through observations or through direct
communication with the persons associ ated with the sel ected subject by performing
surveysor descriptiveresearch. Thistype of dataisthe dataspecialy collectedina
research by the researcher. These are products of experiments, surveys, interviews,
or observations conducted in the research. Primary datais generated and collected
through specific tools of datacollection, like questionnaires, by theresearcher. The
methods of primary data collection, such as observation method, interview method
and survey method have been presented in detail.

Secondary dataisthetype of datawhich hasalready been collected and tested
by other investigators. While making use of secondary data, researchers must carefully
examinethe availabl e datato decide whether the datai s suitable for the subject under
study or not. Thisunit will discussmethodsand variousinstrumentsused in datacollection.
It will also analysereliability and validity of these datain management research. An
important form of data collectionisthequestionnaireform. All theimportant aspects of
thisform of datacollection arediscussed in thisunit.
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4.1 UNIT OBJECTIVES

After going through thisunit, you will beableto:
- Explainthe primary and secondary methods of data.collection
- Discussvariousinstrumentsused in datacollection
- Assessthereliability and validity of collected data
- Describetheformat of questionnairedesign
- Evaluate thetypes of measurement scales
- Interpret the survey technique of datacollection

4.2 PRIMARY DATA: COLLECTION METHODS
AND INSTRUMENTS

Primary data is the information collected during the course of an experiment in
experimental research. It can also be obtai ned through observation or through direct
communication with the person associ ated with the sal ected subject by conducting surveys
andinterviews. There are several methods of collecting primary data. Some of these
are:

- Observation

- Interviews

- Quedtionnaires
- Schedules

- Surveys

4.2.1 Observation Method

Observation isthe most common method of studying behavioural sciences. Itisnot a
scientificmethod, but it becomesascientific tool when used for formul ating the purpose
of aresearch. Inthismethod, theinformation collected by theresearcher istotally based
on hisobservation. If theresearcher isstudying different brands of shoes, hewill not ask
the person wearing the shoes of that particular brand. Rather, hewill observeit himself
and then cometo some conclusion.

Themain advantage of thismethod isthat there are no chancesof partiaity if the
observation isdone accurately. Second, theinformation or the data collected through
observationisrelated towhat iscurrently happening and isnot affected by past behaviour
or future intentions. Third, this method is independent of a person’s willingness to respond
and does not require much cooperation on the part of the person, asit happensto bethe
caseintheinterview or questionnaire methods. The observation method issuitablein
those situationswhere the respondent isnot capabl e, for somereason, of expressingthe
feelingsverbaly.

Inthe observation method, researchers must keep in mind thefollowing points:

What should be observed?
How should the observation be recorded?
How can the accuracy of observation be ensured?



Types of Observation Methods

Observation methods can be categori zed into different typesdepending on variousfactors,
such asstylefor recording observed information, dataneeded for observation and activity
of the observer. The different typesof observation methodsare asfollows:

- Sructured Observation: It isan observation method in which thefollowing
points need to be consi dered:
o Careful definition of the matter that needsto be observed.
o Identification of thestylethat must be used to record the observed information.
0 Standardization of the condition of observation.
0 Selection of thedatarequired for observation.

- Unstructured Observation: Itisan observation method inwhich adefinition of
the matter to be observed, the styleto be recorded, standardized conditions of
observation and sel ection of therequired dataof observation are not knowntothe
researcher. This method is most appropriate where an explored study of the
matter under observationisrequired.

- Participant Observation: Itisan observation method in which the observer isa
member of the group heisobserving, inorder to understand the needsand the
problemsfaced by the group better. For example, ateam |eader observesall his
team membersand doesthe samework as histeam members. Thereare several
advantages of participant observation, which are stated asfollows:

0 Theresearcherisableto record the natural behaviour of the group.

0 Theresearcher can evengather information, which could not easly be obtained
if he observesin adisinterested fashion.

0 The researcher can even verify the truth of the statements made by the
informantsin the context of the questionnairesor aschedule.

- Non-Participant Observation: Itisan observation method in which the observer
is not a member of the group under observation. This method has a disadvantage—
the observer isunableto understand what the team members arefeeling.

- Disguised Obser vation: It isan observation method in which the members of
the group are unaware of thefact that they are being observed.

- Controlled Observation: Observation that takes place according to definite
pre-arranged plans, involving experimental procedures is called controlled
observation.

- Uncontrolled Observation: Observation that takes placein anatural settingis
cdled uncontrolled observation. Themainaim of thismethod i sto have spontaneous
picture of the situation and for thisthe primerequirement issufficient time.

Limitations of Observation Method

Though the observation method providesdifferent waysof studying behavioural science,
thereare somelimitationsin using these methods. Theselimitationsare asfollows:

- An observation method isgenerally expensive.
- It providesvery limited information on the observed matter.

- It may be affected by some unwanted factors; for example, people who are not
involvedindirect observation might create problemswhil e collecting datathrough
the observation method.
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4.2.2 Interview Method

Aninterview isamethod of collecting datathat involves presentation of oral and verbal
stimuli and the reply isin oral and verbal responses. The most common method of
interview ispersonal interview.

Personal Interview

A persond interview involvestwo persons, i.e., theinterviewer and theinterviewee. The
interviewer isthe person who questionstheinterviewee. Thereisaface-to-facediscussion
between them. There can bemorethan oneinterviewer whiletaking apersonal interview.
Therearetwo typesof interviews: direct persond interview and indirect oral interview.

In adirect personal interview, the interviewer collects information from the
concerned sources. He should be present at the site from where the data has to be
collected. Thismethod ismost appropriatefor intensiveinvestigations, but thismethod
may not be suitablein situationswhereadirect contact with the concerned personisnot
possible. In such cases, an indirect oral examination or investigation takes placewhere
theinterviewer cross-examinestheintervieweeto check hisknowledge about the problem
under investigation. The information exchanged between the interviewee and the
interviewer isrecorded for future reference.

A personal interview can be of thefollowing types:

Sructured Interview: If the personal interview takes placein astructured
way, itiscalled astructured interview. Inthistype of personal interview, the
set of questionsto be asked is predefined and the techniques used to record
theinformation are highly standardized. Structured interviewsare economical,
asthey do not require much information from theinterviewer and areused as
the main techniqueto collect information for descriptive research studies.

Thefollowing are samplesof structured interview questions:

0 What isthe main function of your production department?

0 Why do we need to check an order for clearing aproduct when they have
already been cleared for production?

Unstructured Interview: If the personal interview takes place in an
unstructured way, it meansthat the questionsto be asked to theinterviewee
aredecided at thetime of interview. In thistype of personal interview, the set
of questions to be asked is not predetermined and there no standardized
techniquesareused. A ligt of additiona questionsisprovidedto theinterviewer
and it depends on him to ask them or not. This method depends upon deep
knowledge and greater skillsof theinterviewer. You can usean unstructured
interview asthemaintechniqueto collect informationin theexpl orativemanner
and formul ate research studies. Thefollowing are samples of unstructured
interview questions:

0 How would you evaluate the benefits of new machinery that isinstalledin

your production department?

o If youare provided with achoice, how would you have designed the present
production department?

4.2.3 Surveys M ethod

A survey isascientific processof acquiring dataand opinion fromthe public. Researchers
undertake surveysin order to determine the opinion of the public regarding products,



candidates and other topics; for example, a sample of votersis surveyed before an
election to determine how the public perceives the candidates and their issues. A
manufacturer makesasurvey of the potential market beforeintroducing anew product.
Theinformation acquired from the public isused to devel op new products, improve
servicesand for variousother purposes. Thus, asurvey isanimportant key toimprove
or maintainthequdity of life.

The process of conducting a survey isa complex task. In order to conduct a
survey, alarge number of skilled and trained personsisrequired. There are many ways
inwhich datafor asurvey can be collected, such asby phone, mail and the Internet.

The principlefocus of asurvey ison the design and collection of datainwhich
many intricaciesinvolved are frequently overlooked. However, aresearcher, while
conducting asurvey, also gives attention to the need for proper eval uation of the survey
dataaswell asits proper analysis. A researcher collects the information or data by
means of standardized questionsso that every individual surveyed respondsto exactly
the same questions. Theresultsof the surveysare presented in theform of summaries,
such asstatistical tablesand charts.

Thosewho conduct asurvey aretypicaly large organi zations, government agencies
andingtitutionswho know that listening carefully to the consumersisimportant for their
success. Researcherscannot divulgethe name of the client for whom they are undertaking
the survey becauseif the respondents get to know the name of the organization, it might
createabiasin their responses. Researchersonly reveal the name of the organizations
asand when they are directed to do so.

424 Other Methods

There are some other methods that are also used for data collection. These are as
follows

- Warranty Cards: These are cardsthat dealersusefor collecting information
regardingtheir products. Theinformation requiredisprintedintheform of questions
onthewarranty cards, which are placed ing dethe package a ong with the product.
The consumer isrequested tofill the card and post it back to the dealer.

- Distributor or Store Audits: Distributors and manufactures, through their
salesmen, conduct distributor or storeauditsat regular intervals. Retailersalso
get their oresaudited by salesmen and usetheinformation to estimate the market
size, market share, seasonal purchasing pattern, and so on. The datais not by
guestioning, but by observation; for example, while doing an audit for grocery, a
sampleof storesisvisited periodically and dataisrecorded on inventories either
by observation or by copying the datafrom store records. The advantage of this
method isthat it offersthe most efficient way to evaluate the effect of different
techniqueson sales.

- Pantry Audits: Pantry audit isused to estimate the consumption of goods at the
consumer level. Inthistypeof audit, theresearcher collectsinformation, such as
list of different products, quantitiesof each product and the pricesof each product
consumed. All this data is recorded by observing the consumer’s pantry. The
main objective of apantry audit isto determine which brand and type of product
isbeing used by which category of consumer, assuming that the contents of the
pantry accurately signify their favourites. Pantry audits do not require aseriesof
operations; only onevisit isenough to determine the actual preferencesof the
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consumers. An important drawback of pantry auditsisthat it isnot possibleto
determinethe actual preferencesof consumersonly from the audit data.

- Consumer Panels: A consumer panel isan extension of the pantry audit. Inthis

technique, thedaily record of aset of consumersismaintained to obtaininformation
about consumer preferences. Later, these records are provided to the officers
investigating the consumer preferences. Alternatively, you can say that aconsumer
panel includesasample of consumerswho areinterviewed over afixed interval
of time. Consumer panelsare of two types:

0 Transtory Consumer Panel: A transitory consumer panel isset upin order
to determinetheinfluence of aparticular phenomenon. A transitory consumer
panel is performed on a before-and-after basis. This meansthat the panel
examinesthe consumer response before and after implementing aparticular
phenomenon. In this technique, the initial interview of the consumersis
conducted beforeimplementing the phenomenon. A second round of interview
isconducted after that phenomenon has occurred, to determine the changes
inconsumer attitude, if any. Such panelsare mostly used in advertising and
socia research.

0 Continuing Consumer Panel: A continuing consumer panel isset upfor an
indefinite period of timeto obtain dataabout certain aspects of the attitude of
consumers over a particular period of time. This panel acts as a general-
purpose panel to help investigators on different subjects. Such panels are
mostly used in the areas of consumer expenditure, public opinion, radio and
TV ligenership.

- Useof Mechanical Devices. Mechanical devicesare extensively used to obtain

information related to consumers. The devicesused for collectinginformation are

asfollows.

0 EyeCamera: Theseare used to collect information about the focus of the
respondents on aspecific portion of asketch or diagram or written material.
The information collected with the help of eye camerasisused to design
advertisng materid.

0 Pupilometric Camer a: Theseareused to record thedilation of pupilsbecause
of avisua stimulus. Theextent of dilation of pupilshel psdeterminetheamount
of interest produced by the stimulus.

0 Psychogalavanometer: It isused to measure the degree of body excitement
aroused by avisual stimulus.

0 Motion PictureCamer a: Itisused to record the body movementslanguage
of abuyer when he/she decides whether to buy aparticular product froma
shop or abig store.

- Projective Techniques Thesearedso known asdirect interviewing techniques.

Thesetechniqueswere devel oped by psychol ogiststo collect dataabout the primary
reason, desire or intention of respondents by using projections. In aprojective
technique, while providing information about aparticul ar topic, the respondent
automatically projectshigher ownattitude or fedingson that subject. Theprojective
techniqueismostly usedininspirational research and in attitude surveys. Some of
theimportant projectivetechniquesareasfollows:



0 WordAssociation Test: Itisatest that providesinformation regarding words
that have maximum correlation.

0 Sentence Completion Test: It isan extension of the word association test.
In thistechnique, theinformant isasked to complete asentencein order to
determine the perception of theinformant about atopic.

0 Sory Completion Test: It is atechnique where the informant is given a
story to help focus on the given subject and then asked to give the conclusion
for the story.

o Verbal Projection Test: It isatechnique where the informant is asked to
giveacomment or an explanation on aparticular topic.

o Play Technique: Itisthetechniquewheretheinformantsaregivenastuation
and are asked to perform for improving the situation. For this, theinformants
aregivenvariousroles.

0 Quizzes, Testsand Examinations: It isatechniquethat helpsin extracting
information regarding specific ability of the candidateson various subjects.

0 Sociometry: It isthe technique that describes social relationships among
individuasinagroup.

- Depth Interview: Theseinterviews are designed to determinethe underlying

reason and desire of the consumer. Thistechnique ismost commonly used in
ingpirational research. In adepth interview, theinterviewer needsto explorethe
hidden needs, desires and feelings of the respondents, so it isnecessary for the
interviewer to beaskilled one. Therefore, theresearchersand interviewers must
be given proper training beforethey start thework. Thisisnot an easy task and
takesagreat deal of time.

A depthinterview can either be projective or non-projective. Projectiveinterviews
involveindirect questionsthat are not very closely related to the subject under
study, whereasin non-projectiveinterviews, theinterview questionsare subject-
specific. Non-projective interviews are sufficient enough to provide detail sabout
the psycho-socia behaviour of consumers.

- Content Analysis: Thisisadata collection techniquethat involves analysis of

documentary materials, such asbooks, magazines, newspapersand the contents
of al theverba materials.

4.3

SECONDARY DATA: COLLECTION METHODS
AND INSTRUMENTS

Secondary dataisthe datawhich has already been collected and examined earlier by
other investigators. While making use of the secondary data, theinvestigator hastofirst
determinethe sourcesfrom where the secondary data can be obtained. In thismethod,
theresearcher isnot at all aware of the problemsrel ated to how the datawas originally
collected. The secondary datacan either be published dataor unpublished data. Published
dataisavailablemostly from thefollowing sources:

- Publicationsof the central, state or local governments.
- Publicationsof foreign governments.
- Technical andtradejournals.
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- Books, magazines and newspapers.
- Reports prepared by research scholars, universitiesand economists.
- Publicrecords, statisticsand historical documents.

The sources of unpublished dataincludediaries, I etters, unpublished biographies
and autobi ographies. While making use of secondary data, researchersmust carefully
examinethe avail able datato decide whether the datais suitablefor the subject under
study or not. The characteristicsthat aresearcher must ensure in the secondary data
beforeusingit are stated asfollows:

Reliability of Data: The secondary data available on a particular subject
must be reliable. The reliability of secondary data can be determined by
obtai ning answersto thefollowing questions:

0 Who collected the data?

0 What were the data sources?

0 Wasthe datacollected using proper methods?

o At what timewasit collected?

0 Wasthere any biason the part of the compiler?

0 What wasthelevel of accuracy desired?

0 Wasthedesired level of accuracy achieved?

Suitability of Data: The secondary data available on a particul ar subject
must be suitablefor that subject. The datasuitablefor one subject may not be
suitablefor another. Therefore, the researcher should properly examinethe
available data and verify the definitions of different termsand the units of
data collection before using that data.

Adequacy of Data: The secondary dataavailable should beadequateinterms
of accuracy. If theaccuracy level of theavailable dataislower thanwhat is
required, the dataisconsidered inadequate.

4.3.1 Selection of Appropriate Method for Data Collection

Various methods are available for aresearcher to use in the collection of dataon a
particular subject. The factors that a researcher must consider for selection of the
appropriate method for datacollection are asfollows:

- Natur e, Scopeand Object of Enquiry: Thisisanimportant factor that must be
cons dered while sel ecting the datacollection method. The salected datacollection
method should suit the type of enquiry to be performed by theresearcher. This
factor helps determine whether the data available is sufficient or some other
informationisrequired to be collected.

- Availability of Funds: Availability of fundsalso determinesthedatacollection
method to be used. If the researcher isprovided with only alimited amount of
funds, then hewill be bound to select acomparatively cheaper method, which
may or may not be as effective and efficient as some expensive methods.

- Time Factor: The amount of time available for a particular research project
should aso be cons dered while sel ecting the datacollection method. Somemethods
takerelatively greater amount of time ascompared to the others. Therefore, the
researcher must select the method that suitsthetimelimitationsof the project.

- Precison Required: Theprecisionlevel required for aparticular project also
determinesthe method that should be selected for datacollection.



4.3.2 Case Sudy Method

The case study method isthe most common method of collecting secondary data. Itis
mainly used for the purpose of quaitativeanaysis. It involvesathorough and complete
examination of asocial unit. A socia unit can either beaperson, afamily, aningtitution,
acultural group or eventhe entirecommunity. A case study involvesin-depth study of a
particular subject. The case study method emphasi zes on the completeinvestigation of
only restricted number of eventsrelated to a subject and the rel ationship between the
different events. The main objective of acase study isto determinethefactorsthat are
respons blefor the behaviour patternsof thegiven unitintotality.

In the words of the eminent researcher H.Odum, ‘ The case study method isa
technique by which individual factor, whether it be an individual or just an episode
inthelife of anindividual or a group, isanalysed initsrelationship to any other in
thegroup’. Thus, a fairly exhaustive study of a person or group is known as life or case
study. Burgess has used the words, the “Social Microscope’ for the ‘Case Study” method.
Another researcher, Pauline V. Young, has defined the concept of case study as a
‘Comprehensive study of a social unit of a person, a group, a social institution, a
district, or a community’. In short, case study is a method that involves qualitative
analyssof anindividua or asituation or aningtitution.

Characteristics of the Case Sudy Method

Thefollowing are certain characteristics of the case study method:

- Inthismethod, the researcher isallowed to take one or morethan one social unit
for study. Instead of asocial unit, the researcher can al so select asituation for
study.

- Thismethod involvesintensive study of the selected unit. Aseach unitisstudied
for itsminute details, the study takesalong period of time. Thishel psensurethe
correctnessof theinformation collected about a particular unit.

- Thismethod hel psto determinethe complex factorsof aparticular unit.
- It al'so helpsto determinetheintegrity of the selected unit with the other units.
- Thismethod followsthe qualitative approach rather than the quantitative approach.
- Inthecasestudy method, effortsare madeto determinethe mutua interelationship
of the causal factors.
Evolution and Scope of the Case Sudy Method

Inthefield of sociology, the case study method isan extensively used research technique.
Frederic Le Play introduced thismethod in the field of social investigation. Herbert
Spencer wasthefirst to make use of case materiasin hiscomparative study of different
cultures. Thismethodisal so used by anthropol ogists, historians, novelisssand dramatists
to solvetheir problemsrelated to their areasof interest. Even management expertsuse
thismethod to obtain clues of certain management problems. Conclusively, the case
study method isused indifferent disciplines.

Major Phases of the Case Study Method

Themajor phasesinvolved in case study method are asfollows:

- |dentification and resol ution of the status of the phenomenon or the unit to be
examined.

- Accumulation of dataand selection of the phenomenon.
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- Investigation of the history of the selected phenomenon.

- Analysisand recognition of informal factorsrel ated to the sel ected phenomenon.
- Application of corrective measures.

- Review of programmeto identify the effectiveness of thetreatment applied.

Advantages of the Case Sudy Method
Some of theimportant advantages of the case study method are asfollows:

- Asthecase study method involvesexhaustive gudy of aparticular unit, thecomplete
behaviour pattern of the concerned unitisunderstood. According to CharlesHorton
Cooley, case study deepensour perception and givesusaclearer indghtintolife. It
getsat behaviour directly and not by anindirect and abstract approach.

- With the help of acase study, aresearcher can obtain genuine and progressive
record of personal experiences.

- It helps aresearcher determine the natural history of the selected unit. It also
hel psdeterminethe rel ationship of the selected unit with the social factors of the
surrounding environmen.

- Italso helpsframerel evant hypotheses al ong with the data, which may be hel pful
intestingthem.

- It helpsobtainin-depth knowledge of aparticular subject, whichispossbleneither
with the help of the observation method nor with the help of the schedule method.

- Theresearcher isallowed to use one or morethan one method under thismethod,
depending upon the situation. Alternatively, the use of different methods, such as
depthinterviews, questionnaires, documents, study reportsof individua sand |l etters
ispossiblein case of case study.

- It hel ps determine the nature of the selected unit along with the nature of the
universe.

- It helpsincrease the experience of theresearcher, whichin turn enhances hisher
analysingability and kills.

- It enablesthe researcher to observe social changes.
- It helpsobtain conclusionsand maintain continuity in the research process.
- Ithel psobtain datanecessary for taking decisionson some management problems.

Limitations of the Case Study Method
Some of theimportant limitationsof thismethod areasfollows:
- Thesdituations of case study are mostly incomparable.

- Accordingto Read Bain, case dataissignificant dataasit doesnot provide any
knowledge of theimpersonal, universal, non-ethical, non-practical and repetitive
aspectsof aphenomenon.

- There are always some chances of false generalization because there are no
specific rulesof datacollection.

- Itisatime-taking technique and requiresalot of expenditure.

- Itis based on certain assumptions which may not be truein some cases. This
decreasesthe usefulness of the case data collected for aparticular social unit.

- It can beused only inalimited geographic area.



4.3.3 Limitations of Secondary Data

- Applicability of data: What one needsto remember in case of secondary datais
the purpose for which theinformation was collected. It wasuniqueto that study
and thus cannot be an absol utefit for the current research. Asaresult of this, the
information might not be applicable or relevant for the current objective.
(Denscombe, 1998). Thetypical differencesthat emergein such casesarewith
relation to the variables and the units being used to measure it. For example,
market optimism or buoyancy by one researcher might be reflected by the
consumer’s spending in that quarter; while one might be interested in measuring
buoyancy in termsof theinvestment in equity and growth funds.

Another significant differenceisin termsof thetime period. Theinformation that
nonemight beusingfor the current research might have been collected inadifferent
timecoordinateor in adifferent environment. Theimplication of thisdivergencein
theresearch baseisthat there might be multiple modifying variabl es, which might
not be apparent like the socio-cultura environment, climatic effectsand political
factors. However, thesemight beresponsiblefor skewingthedirection of thefindings.

- Accur acy of data: While application of the data might be an issue, thereisa
sincere concern before one relies on the information gathered by another source—
that isthelevel of trust one can have on the same. The concernsarethree: Who,
Why and How? Thefirst level of accuracy depends upon who wastheinvestigator
or theinvestigative agency. The reputation of the organi zati on/person becomes
extremely criticd inestablishing thetruth of thefindingsaswell asbelievingthe
inferencesdrawn in the quoted research. The second isthereason for collecting
thedata. For example, if acertain political party collectsinformation onthe potential
votersand an independent market research agency collectsinformation on the
spread of the opinions—positive and negative—towards various political parties,
oneismorelikely torely onthe second source. Thereliability would be higher due
tothereasonsgiven below:

Sincethe agency specializesin conducting opinion pollsand hasavast experience
aswell asarespondent base, the chances of error would be minimized.

Thepoalitica party might haveahidden agendaof securing the campaign sponsorship
through the survey conducted, whiletheindependent body would befreefrom thisbias.
Last but not the least is the data collection process of the study in terms of sample
selection and sampling characteristicsused to identify the respondent population. Thisis
very important asthiswould be aclear indicator of the applicability of theresultswhen
extrapolating to thelarger population.

4.4 EXPERIMENTAL METHOD

Experimenta research refersto the research activity wherein the manipul ation of variables
takes place and the resultant effect on other variablesisstudied. It providesalogical
and structured basisfor answering questions. The experimental researchersmanipulate
theenvironment, stimuli or applicationsand observe theimpact of thismanipulationon
the condition or behaviour of the subject. Themanipulationthat they undertakeisde iberate
and systematic.

Experimentationisthetesting of hypotheses. Oncethe experimentershave defined
astuation or issue, they formulate apreliminary solution or hypothesis. They then apply

Methods of Data Collection

NOTES

Self-Instructional Material 143



Methods of Data Collection

NOTES

144  Sdf-Instructional Material

their observationsof the controlled variablere ationshipsin order totest, and then confirm
or reject the hypothesis.

Experimentation isthe classic method of experimenting in asciencelaboratory
where elements are mani pul ated and effects observed can be controlled. It isthe most
sophigticated, exacting and powerful method for discovering and devel oping an organized
body of knowledge.

According to J.W. Best, ‘Experimental researchisthedescriptionand analysis
of what will be or what will occur under carefully controlled condition’.

4.4.1 Characteristics of Experimental Research

Experimental research isbased on highly rigorous proceduresand aimsat producing
reliableand valid conclusions. By looking at the various designsand procedures used,
one can formulate some essential characteristics of experimental research which
distinguish it from other typesof research methodslike survey and historical methods.

- Pre-Experimental Satistical Equivalence of Subjectsin Different Groups:
Thispre-condition isachieved by random selection and assignment of subjectsto
different groups. This procedure is essential to meet the threat of selection
differencestotheinterna validity of theresults.

- Use of At Least Two Groups or Conditions that can be Compared: An
experiment cannot be conducted with onegroup of subjectsor onecondition at a
time. Theintent of the experimenter isto compare the effect of one condition on
onegroup with theeffect of adifferent condition on another equivalent group. An
experiment may take the shape of acomparison of the effect of oneconditionon
agroup of subjectsand the effect of another condition on the same group.

- Manipulation of the Independent Variable: It is perhaps the most distinct
feature of experimental research. Manipulation stands for the process of
assignment of different values or magnitudes or conditions or levels of the
independent variableto different groups.

- Measurement of Dependent Variable in Quantifiable Form: This
distinguishes experimental research from descriptive, qualitative or analytical
research.

- Useof Inferential Satistics: Thisisdoneto make probability statementsabout
theresults, and thusmeet the requirements of imperfect measurementsonwhich
the behavioural sciencesbasetheir generalization.

- Control of Extraneous Variables: Though applicable to any other type of
research, control of extraneousvariablesisthesnequa non of true experimental
designsand the experimenter makesadetermined effort to achieveit. It hel psthe
experimenter to eliminatethe possibility of any other plausiblerival hypothesis
clamingto explaintheresult.

4.4.2 Seps in Experimental Research

The stepsin experimental research are asfollows:

(i) Survey of theLiteratureRelatingto the Problem: In experimentation, the
researcher needsto acquire up-to-date information relating to the problem.

(i) Selection and Definition of the Problem: It needsarigorouslogical analysis

and definition of the problemin preciseterms. The variablesto be studied are
defined in operational termsclearly and unambiguoudy. It hel pstheresearcher to



convert the problem into a hypothesis that can be verified or refuted by the
experimental data.

(iii) Statement of Hypotheses: Hypothesesare the heart of experimental research.
They suggest that an antecedent condition or phenomenon is related to the
occurrenceof another condition, phenomenon, event or effect. Totest ahypothesis,
theresearcher attemptsto control all the conditionsexcept theindependent variable.
Therefore, he should give sufficient attention to the formul ation of hypotheses.
The experimental plant and statistical procedures help him in the testing of
hypothesesand contributelittlein the devel opment of theories or advancement of
knowledge. However, the hypotheses devel oped or derived from existing theories
contributeto the devel opment of new theoriesand knowledge.

(iv) Construction of Experimental Plan: Experimenta plan refersto the conceptual
framework within which the experiment isto be conducted. According to Van
Dalen, an experimental plan representsall elements, conditions, phenomena, and
relations of consequences so asto:

- |dentify the non-experimental variables.
- |dentify the most appropriate research design.

- Identify asample of subjectsthat will suitably represent thetarget popul ation,
form groups of these subjectsand decide on the experimentswhich will be
conducted on each group.

- Choose or develop aninstrument that can be deployed to measuretheresults
of theexperiment.

- Lay out the data collection processand conduct apilot study to test the
instrument and the research design and state the hypotheses.

4.4.3 Variables

A variableisany feature or aspect of an event, function or processthat, withitspresence
and nature, affects some other event or processwhichisbeing studied. According to
Kerlinger, ‘Variable is a property that takes on different value’.

Types of Variables
Thefollowing arethe varioustypesof variables:

- Independent Variables: These are conditions or characteristics that are
manipul ated by the researcher in order to identify their rel ationship to observed
phenomena. Inthefield of educational research, for instance, aspecific teaching
method or avariety, of teaching material aretypesof independent variables.

Thetwo kindsof independent variablesare:
(i) Treatment Variables: These are variableswhich can be manipulated by
the researcher and to which he assigns subjects.
(i) Organism or Attribute Variables: These are factors, such as age, sex,
race, religion etc., which cannot be manipul ated.

- Dependent Variables: Dependent variabl esrepresent characteristicsthat alter,
appear or vanish asaconseguenceof introduction, changeor remova of independent
variables. The dependent variable may be atest score or achievement of astudent
inatest, the number of errors or measured speed in performing atask.

- Confounding Variables: A confounding variableisonewhichisnot the subject
of the study but is statistically related with the independent variable. Hence,
changesin the confounding variabl etrack the changesin theindependent variable,
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This creates a situation wherein subjects in a particular condition differ
unintentionally from subjectsin another condition. Thisisnot agood result for the
experiment whichisattempting to create asituation whereinthereisno difference
between conditions other than the differencein theindependent variable. This
phenomenon enabl es usto conclude that the mani pulation undertaken directly
causesdifferencesin the dependent variable. However, if thereisanother variable
bes destheindependent variablethat isa so changing, thenthe confounding variable
isthelikely cause of thedifference. An example of acommon confounding variable
isthat when the researcher hasnot randomly assigned partici pantsto groups, and
someindividual difference, such as ability, confidence, shyness, height, looks,
etc., actsasaconfounding variable. For instance, any experiment that involves
both men and womenisnaturaly afflicted with confounding variables, one of the
most apparent being that males and females operate under diverse social

environments. Thisshould not be confused to mean that gender comparison studies
have no value, or that other studiesinwhich random assignment isnot employed
have no value; it only means that the researcher must apply more caution in
interpreting the resultsand drawing conclusions.

Let usconsder aninstancewherein an educational psychologist iskeento measure
how effectiveis a new learning strategy that he has developed. He assigns students
randomly to two groupsand each of the students study materialsonaspecifictopicfor a
defined time period. Onegroup deploysthe new srategy thet the psychol ogist hasdevel oped,
whilethe other usesany strategy that they prefer. Subsequently, each participant takesa
test on the materials. One of the obvious confounding variablesin this study would be
advance knowledge of thetopic of the study. Thisvariablewill affect thetest results, no
matter which strategy isused. Because of an extraneousvariable of thisnature, therewill
be alevel of incons stency within and between the groups. It would obviously be the
preferred Stuationif al studentshad the exact sameleve of pre-knowledge. Inany event,
the experimenter, by randomly assigning the groups, hasalready taken animportant septo
ensurethelikelihood that the extraneousvariable will equivaently affect thetwo groups.

L et usimagine an experiment being undertaken to measure the effect that noise
has on concentration. Assume that there are 50 subjects each in quiet and noisy
environments. Table4.1below illustratestheideal or perfect version of thisexperiment.
‘IV”and ‘EV’ represent the Independent Variable and External Variables, respectively.
Note that (see Table 4.1), the only difference between the two conditionsisthelV,
whichindicatesthat the noiselevel variesfromlow to highinthetwo conditions. All the
other variablesare controlled and are exactly the samefor thetwo conditions. Therefore,
any differenceintheconcentration levels of subjectsbetween thetwo conditionsmust
have been caused by theindependent variable.

Table 4.1 Determining the Impact of Internal and External Variables

Variables Quiet Condition N =50 Noisy Condition N =50
Noise Level (1V) Low High
1Q (EV) Average Average
Room Temperature (EV) 68 degrees 68 degrees
Sex of Subjects (EV) 60 per cent F 60 per cent F
Task Difficulty (EV) Moderate Moderate
Time of Day (EV) All different times between 9-5 All different times between 9-5
Etc. (EV) Same as Noisy Environment Same as Quiet Environment
Etc. (EV) Same as Noisy Environment Same as Quiet Environment




An ldeal Experiment

Now consider another version of thisexperiment wherein some of the other variables
differ acrossconditions. These are confounding variables (highlighted below) and the
experiment being conductedisnotideal. Inthisexperiment, if theconcentration levels
of subjectsvary between thetwo conditionsthismay have been caused by theindependent
variable, but it could also have been caused by one or more of the confounding
variables. Foringtance, if thesubjectsin the noisy environment havelower concentration
levels, isit becauseit waslouder, too hot or because they weretested in the afternoon?
Itisnot possibleto tell and therefore, thisislessthanideal.

Variables Quiet Condition Noisy Condition
Noise Level (1V) Low High
1Q (EV) Average Average
Room Temperature (EV) 68 degrees 82 degrees
Sex of Subjects (EV) 60 per cent F 60 per cent F
Task Difficulty (EV) Moderate Moderate
Time of Day (EV) Morning Afternoon
Etc. (EV) Same as Noisy Environment Same as Quiet Environment
Etc. (EV) Same as Noisy Environment Same as Quiet Environment

A Non-ldeal Experiment
Controlling the Confounding Variables

There arewaysby which the extraneousvariables may be controlled to ensurethat they
do not become confounding variables. All people-related variables can be controlled
through the process of random assgnment whichwill most likely ensurethat the subjects
will be equally intelligent, outgoing, committed, etc. Random assignment does not
necessarily ensurethat thisisthe casefor every extraneousvariablein every experiment.
However, when a sample is large, it works very well and the researcher’s motives for
using thismethod will never be questioned.

One of theway inwhich situation variablesor task variablescan be controlledis
basically by keeping them congtant. For instance, inthe noise-concentrati on experiment
above, we could adjust the thermostat and thereby keep the room temperature constant
andtest all the subjectsinthe sameroom. Wewould, of course, hold the difficulty of the
tasks constant by giving al subjectsin both environmentsthe sametask. Itiscommon
practice for instructions to be written or recorded and presented to each subject in
exactly the same way.

At time, theresearcher cannot hold asituation or task variable constant. Inthese
Situationstoo, random assignment can be of great help. Consider asituation wherethe
sameroomisnot availablefor testing thetwo groupsand, infact, onegroup istested on
aMonday in Room 1 and the other group on aTuesday in Room 2. Inthissituation, we
can use random assignment which can result in half the Monday subjectsin ConditionA
andtherestin Condition B, and the samefor the Tuesday subjects. Hence both conditions
will have roughly the same percentage of subjectstested in Room 1and 2. Onthe other
hand, consider what would happen if we did not use random assignment and instead
tested the Monday subjectsin Condition A and the Tuesday subjectsin Condition B. In
thisgituation, we have two confounding variables. Subjectsin Condition A weretested
on different days of the week and in different roomsfrom thosein Condition B. Any
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differencein the results could have been caused by one or more of the independent
variable, theday of theweek, or theroom.

In other words, confounding variables are those aspects of astudy or samplethat
might influence the dependent variable and whose effect may be confused with the
effectsof theindependent variable. Confounding variablesare of two types:

(a) Intervening Variables: In many typesof behavioural research, therelationship
between independent and dependent variablesisnot asimple one of stimulusto
response. Certain variablesthat cannot be controlled or measured directly may
have animportant effect on the outcome. These modifying variablesintervene
between the cause and the effect. For example, in a classroom language
experiment, aresearcher isinterested in determining the effect of immediate
reinforcement on learning the parts of speech. He suspectsthat certainfactorsor
variables other than the one being studied may beinfluencing theresult, even
though they cannot be observed directly. Thesefactorsmay beanxiety, fatigue or
motivation. Thesefactorscannot beignored. Rather they must be controlled as
much as possi ble through the use of appropriate design. For example, avariable
(as memory) whose effect occurs between the treatment in a psychological
experiment (asthe presentation of astimulus) and the outcome (asaresponse) is
difficult to anticipate or is unanticipated, and may confusetheresults.

(b) Extraneous Variables: These are variables that are not the subject of an
experiment but may have animpact on theresults. Hence, extraneousvariables
areuncontrolled and could significantly influence theresults of astudy. Oftenwe
find that research conclus onsneed to be questioned further because of theinfluence
of extraneousvariables. For instance, apopul ar study was conducted to compare,
the effectiveness of three methods of social science teaching. Ongoing, regular
classeswere used, and the researcherswere not ableto randomize or control the
key variablesasteacher quality, enthusiasm or experience. Hence, theinfluence
of these variables could be mistaken for that of anindependent variable.

For ingtance, in astudy which attemptsto measure the effect of temperatureina
classroom on students’ concentration levels, noise coming into the class through doors or
windows can influence the resultsand istherefore an extraneousvariable. Thismay be
controlled by soundproofing the room, whichillustrates how the extraneousvariable
may be controlledin order to eliminateitsinfluence ontheresults of thetest.

Thefollowing arethetypesof extraneousvariables:

Subject variablespertain specifically to the people being studied. These people’s
characteristics, such asage, gender, health status, mood, background, etc.,
arelikely to affect their actions.

Experimental variables pertain to the persons conducting the experiment.
Factors, suchasgender, racia biasor languageinfluence how aperson behaves.
Situational variabl esrepresent the environment factorswhich were prevalent
at the time when the study or research was conducted. These include the
temperature, humidity, lighting, and thetime of day, and could have abearing
on the outcome of the experiment.

Continuousvariableisonewherein, any valueis possiblewithin therange of
the limits of the variable. For instance, the variable “time taken to run the
marathon’ is continuous since it could take 2 hours 30 minutes or 3 hours 15
minutes to run the marathon. On the other hand, the variable ‘number of days



in a month that a worker came to office’ is not a continuous variable since it is
not possibleto cometo office on 14.32 days.

Discretevariableisonethat doesnot takeon all valueswithinthe limitsof the
variable. For instance, the responseto afive-point rating scalemust only have
the specificvaluesof 1, 2, 3,4 or 5. It cannot have adecimal value, such as
3.6. Similarly thisvariable cannot bein theform of 1.3 persons.

Quantitative variableisany variablethat can be measured numerically or ona
quantitative scale, atan ordinal, interval or ratio scale. For example, a person’s
wages, the speed of a car or the person’s waist size are all quantitative variables.

Qualitativevariablesarea so known as categorical variables. Thesevariables
vary with no natural sense of ordering. They are, therefore, measured onthe
quality or characteristic. For example, eye colour (black, brown or blue) isa
qualitative variable, as are a person’s looks (pretty, handsome, ugly, etc.).

Qualitative variablesmay be converted to gppear numeric, but thisconverson
ismeaninglessand of noreal value (asinMale=1, Female=2).

4.4.4 Experimental Designs

The various experimental designshave been discussed in thissection.

(8 Single Group Design: Inthis design study is carried out on a single group.
Experiments can be conducted in thefollowingways:

() The One-Shot Case Study: Thisisasingle group studied only once. A
groupisintroduced to atreatment or condition and then observed for changes
which are attributed to the treatment. Thisislike an ex-post-facto method
inwhich on the basis of adependent variable, an independent variableis
looked for.

(i) One Group Before after Design: Thisdesign entailsthe inclusion of a
pre-test in order to establish base level scores. For instance, to use this
designinastudy of college performance, we could compare college grades
prior to gaining the experience tothe gradesafter compl eting asemester of
work experience. In this design, we subtract the score of pre-test from

. e t’ test.

(ii) Time SeriesDesigns. Time seriesdesignsrefer to the pre-testing and post-
testing of onegroup of subjectsat different intervals. Inthisdesign, continuous
observationiscarried out till aclear resultisnot seen. The purposeisto
establishthelong-term effects of trestment and can often|lead to the number
of pre- and post-testsvarying from just one each, to many. At times, there
isaperiod of interruption between tests so asto assessthe strength of the
treatment over alongtimeframe.

(iv) Counterbalanced Design: Experimentsthat use counterbalanced design
are effective waysto avoid the pitfalls of repeated measures, where the
subjects are exposed to treatments one after the other.

Typically in an experiment, the order in which the treatments are administered
can affect the behaviour of the subjects. It may also élicit afa seresponse dueto fatigue
or any other external factorswhich may have abearing on the behaviour of the subjects.
To control or neutralizethis, researchers use acounterbal anced design, which helpsto
reduce the adverse effects of the order of treatment or other factorson theresults.

Counterbaancing hel psto avoid confounding among variables. Takefor example
an experiment in which subjects are tested on both, auditory reaction time task and
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visual reaction timetask. If each and every subject were first tested on the auditory
reaction time task and then on the visual reaction time task, the type of task and the
order of presentation would be confounded. If the visual reaction timewaslower, we
would not be sure whether reaction time to a visual stimulus is ‘really’ faster to an
auditory stimulus, asitisquitelikely that the subjects would have learned something
while performing the auditory task which led to an improvement of their performance
onthevisua task.

(b) Two Equivalent Group Design

(1) Satic Group Comparison Study: Thisdesign attemptsto make up for the
lack of acontrol group but fallsshort in relation to showingif achange has
occurred. Inthisgroup, no trestment isgiven but only observationiscarried
out inanatural way of two groups, e.g., observation of themonkeyslivingin
acity and observation of other monkeysliving inthejungle. Itisfair to
mention herethat in these groups nothing is manipul ated asthisdesign does
not include any pre-testing and therefore any difference between thetwo
groupsprior to the study isunknown.

(i) Post-Test Equivalent Groups Design: Randomization as well as the
comparison of both the control and experimenta group, areusedin studies
of thisnature. Each group ischosen and assigned randomly and presented
with either thetreatment or atype of control. Post-tests are subsequently
administered to each subj ect to establish whether or not adifferenceexists
between thetwo groups. Whilethisiscloseto being thebest possible method,
it fallsshort on account of itslack of apre-test measure. It isnot possibleto
establishif thedifferencethat seemsto exist at the end of the study actually
representsachangefrom the differenceat the beginning of thestudy. Hence,
while randomization mixesthe subjectswell, it doesnot necessarily creste
an equivalency between the two groups.

(i) Pre-Test Post-Test Equivalent GroupsDesign: Thisisthemost effective
aswell asthe most difficult method in terms of demonstrating cause and
effect. Thepre-test post-test equival ent groupsdesign ensuresthe presence
of acontrol group aswell asameasure of change. Importantly, it also adds
apre-test thereby ng any differencesthat existed between thegroups
prior to the study taking place. In order to apply this method, we select
students at random and then segregate them into one of two groups. We
would subsequently evaluate the previous semester’s grades for each group
in order to arrive at a mean grade point average. The treatment (work
experience) would be applied to one group, whereas a control would be
appliedtotheother.

Itiscritical that thetwo groupsbetreated similarly in order to control for
variables, such associalization, so the control group may participatein an
activity, such asasoftball |eague whilethe other group participatesinthe
work experience programme. The experiment ends at the end of the
semester, and the semester’s grades are compared. If it is found that the
grade changefor the experimental group wassignificantly different from
the grade change of the control group, one could concludethat asemester
of work experience results in a significant difference in grades when
compared to asemester of non-work related activity programme.



(iv) Counterbalanced Randomized Two GroupsDesign: Inthisdesign, the Methods of Data Collection

groupisdividedintwo partsonarandom basis. Thisdesignisalso called
‘rotation design’.

The simplest type of counterbal anced measure design isused when there
aretwo possible conditions, A and B. Aswith the standard repeated measures
design, theresearcherswant to test every subject for both conditions. They
divide the subjects into two groups—one group is treated with condition A,
followed by condition B, and the other istested with condition B followed by
conditionA asshowninFigure4.1.

NOTES

Group 1 [— | Treatment A|—> | Treatment B| — | Post-Test

Group 2 |— | Treatment B|—> | Treatment A|—> | Post-Test

Fig. 4.1 Experiment to Show Counterbalanced Measure Design

(c) Solomon Four Group Design: Thesampleisrandomly divided intofour groups.
Two of the groups are experimental samples, whereas the other two groups
experience no experimental manipulation of variables. Two groupsreceiveapre-
test and a post-test. Two groups receive only a post-test. Table 4.2 showsthe
effect of aparticular teaching method on the groups.

Table 4.2 Solomon Four Group Design

Group Pre-Test Treatment | Post-Test
a) R No No No
b) R No Yes No
C) R Yes No No
d) R Yes Yes No

Table 4.3 showsateaching experiment using the Solomon design wheretesting
before and without treatment have similar results, whilst results after teaching are
significantly improved. Thisindicatesthat the treatment is effective and not subject to

priming or learning effects.

Table 4.3 Pre-and Post-Testing

Group Pre-Test Treatment | Post-Test | Pre-Result | Post-Result
a) R No No No 3 10
b) R No Yes No 4 5
C) R Yes No No
d) R Yes Yes No

4.45 Internal and External Validity in Experimental Research

Internal Validity

Internal validity isconsidered asaproperty of scientific studieswhichindicatesthe
extent to which an underlying conclusion based on astudy iswarranted. Thistype of
warrant is constituted by the extent to which a study minimizes systematic error or
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‘bias’. If a causal relation between two variables is properly demonstrated then the
inferences are said to possessinternal validity. A fundamental inference may be based
on ardation whenthefollowing threecriteriaare satisfied:

1. The “cause’ precedes the ‘effect’ in time (temporal precedence).
2. The “cause’ and the “effect’ are related (covariation).

3. Thereareno plausiblealternative explanationsfor the observed covariation (non-
Spuriousness).

Internal validity referstotheability of aresearch designfor providing an adequate
test of an hypothesisand the ability to rule out all plausible explanationsfor theresults
but the explanation being tested. For example, let usconsider that aresearcher decides
that aparticular medi cation preventsthe devel opment of heart disease because hefound
that research participantswho took the medication devel oped lower ratesof heart disease
than those who never took the medication. This interpretation of the study’s results is
likely to be correct, however, only if the study hashighinternal validity. In order to have
high internal validity, the research design must have controlled the directionality and
third-variable problems, aswell asfor the effects of other extraneousvariables. Inshort,
the researcher would have needed to perform an experimental study inwhich:

- Participantswere randomly ass gned to theexperimental and control groups.
- Participantsdid not know whether they weretaking the medication.

Themost internally valid studies are experimental studiesbecausethey arebetter
than correlational and case studiesat controlling for thedirectionality and third-variable
problems, aswell asfor the effects of other extraneous variables.

Threatsto Internal Validity

Thefollowing arethevariousthreatstointerna validity:

Ambiguous Temporal Precedence: Lack of precision about the occurrence
of variable, i.e., which variable occurredfirst, may yield confusonthat which variableis
the cause and which isthe effect.

Confounding: Confounding is amajor threat to the validity of fundamental
inferences. Changesin the dependent variable may rather be attributed to the existence
or variationsin the degree of athird variablewhich isrelated to the manipul ated variable.
Rival hypothesesto the original fundamental inference hypothesis of the researcher
may be devel oped where spuriousrel ationships cannot be ruled out.

Selection Bias: It refersto the problem that, at pre-test, differences between
the existing groups that may interact with the independent variable and thus be
‘responsible’ for the observed outcome. Researchers and participants bring to the
experiment amyriad of characterigtics, somelearned and othersinherent. For example,
=X, weight, hair, eye, and skin col or, personality, menta capabilitiesand physical abilities,
etc. Attitudeslike motivation or willingnessto participate can also beinvolved. If an
unequal number of test subjectshave similar subject-rel ated variablesduring the selection
step of theresearch study, then thereisathreat to theinternal validity.

Repeated Testing: Itisasoreferred to astesting effects. Repeatedly measuring
or testing the participantsmay lead to bias. Participants of thetesting may remember the
correct answersor may be conditioned to know that they are being tested. Repeatedly
performing the same or similar intelligencetestsusually leadsto score gainsinstead of
concluding that the underlying skillshave changed for good. Thistypeof threat tointerna
vaidity providesgood rival hypotheses.



Regression towar dsthe Mean: When subjects are selected on the basis of
extreme scores (one far away from the mean) during atest then this type of threat
occurs. For example, in atesting when children with the bad reading scoresare sel ected
for participating in areading course, improvements in the reading at the end of the
course might be due to regression toward the mean and not the course’s effectiveness
actually. If the children had been tested again before the course started, they would
likely have obtained better scoresanyway.

External Validity

External Validity isconsidered asthevalidity of generalized (causal or fundamental)
inferencesin scientific studies. It istypically based on experiments as experimental
validity. In other words, it isthe degree to which the outcomesof astudy can begeneralized
to other situationsand people.

If inferences about cause and effect rel ationshipswhich are based on aparticular
scientific sudy may begeneralized from theuniqueand characteristi cssettings, procedures
and participantsto other popul ationsand conditionsthen they are said to possessexternal
validity. Causal inferences possessing high degrees of external validity can reasonably
be expected to apply:

- Tothetarget population of the study, i.e., fromwhich thesamplewasdrawn. Itis
asoreferredto aspopulation validity.

- Totheuniverse of other populations, i.e., acrosstime and space.

An experiment using human partici pants often employ small sampleswhich are
obtained from asingle geographiclocation or with characteristicsfesturesisconsidered
asthemost common threat to externa validity. Dueto thisreason, one cannot be certain
that the conclusions drawn about cause and effect relationships do actually apply to
peoplein other geographic locationsor without these particul ar features.

External validity referstotheability of aresearch designfor providing outcomes
that can be generalized to other situations, especially to real-life Situations. For instance,
if the researcher in the hypothetical heart disease medication study found that the
medication, under controlled conditions, prevented the devel opment of heart diseasein
research participants, he would want to generalize these findings to state that the
medicationwill prevent heart diseaseinthe general population. However, let usconsider
that the research design required the elimination of many potential participants, such as
peoplewho abusea cohol or other drugs, suffer from diabetes, weigh morethan average
for their height, and have never suffered from amood or anxiety disorder. These are
commonrisk factorsfor heart disease and, by eliminating thesefactors; the outcomes of
the study would providelittle evidence that the medication will be effectivefor people
with theserisk factors. In other words, the study would havelow external validity and,
hence, itsoutcomesto the general population could not be generalized.

This commonly happens in tests of antidepressant medications. Because
researcherswant to make sure that the antidepressant effects of the medicationsbeing
tested are not hidden by the effects of extraneous variables, they often have excluded
potential participantswith oneor more of thefollowing characteristics:

- Peoplewho areaddicted toalcohal orillicit drugs.
- Peoplewho take various medications.
- Peoplewho have anxiety disorders (such as, phobic disorders).
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- Peoplewho suffer from depression with psychosis.

- Peoplewith mild depression (becausethey would show only asmall responseto
themedication).

If astudy excluded people with these characteristic features, then most of the
participants suffering from depression would be excluded from the final pool of
participants. The outcomesof the study, therefore, would providelittleinformation about
how most depressed peoplewill respond to the medication.

Threatsto External Validity

A threat to external validity isan explanation of how you might bewrongin makinga
generdization. Usudly, generalizationislimited whenthecause, i.e., independent variable
depends on other factors; therefore, all threats to external validity interact with the
independent variable.

- Aptitude-Treatment I nter action: The sample may have specific characteristic
featuresthat may interact with theindependent variable, limiting generalization.
For example, inferences based on comparative psychotherapy studiesoften employ
specific samples (e.g. volunteers, highly depressed, no comorbidity). If
psychotherapy isfound effectivefor these sample patients, will it also be effective
for non-volunteers or the mildly depressed or patients with concurrent other
disorders?

- Situation: All situational features, such astreatment conditions, time, location,
lighting, noise, treatment administration, investigator, timing, scope and extent of
measurement, etc., of astudy potentially limit generalization.

- Pre-Test Effects: If cause and effect relationships can only be found when pre-
testsare carried out, then thisalso limitsthe generality of thefindings.

- Post-Test Effects: If cause and effect relationships can only be found when
post-testsare carried out, then thisalso limitsthe generality of thefindings.

- Reactivity (Placebo, Novelty and Hawthor ne Effects): If cause and effect
rel ationships are found they might not be generalized to other situationsif the
effectsfound only occurred asan effect of studying the situation.

- Rosenthal Effects: Inferencesabout cause-consequence rel ationshipsmay not
be ableto generalizeto other investigatorsor researchers.

4.5 DOCUMENTARY METHOD

With the Division of Qualitative Research on Human Devel opment the devel opment of
the documentary method is closdly associated. Inthe 1920s, thismethodol ogy wasfirst
put forward by Karl Mannheim and then Harold Garfinkel again takesupitin 1960s.
Thedocumentary method first becamefruitful for empirica researchinthesocial sciences
in1983initscurrent form, through thework of Ralf Bohnsack at the Institute of Sociology
at the University of Erlangen-Nuremberg, originally in connection with the group
discussion process.

At the Division of Qualitative Research on Human Development at Freie
Universitét Berlin, thismethod wasfurther devel oped especially inthe context of larger
research projects on youth and deviance. At present documentary method now applies
inabroad field throughout the social sciencesand education, even extending asfar as



information technol ogy and medicine. The application of documentary method range
from researchinto childhood, youth, and gender and adult education to medical sociology,
research on policy and organizational cultures, and research on ritualsand mediause
anayss.

The methodical or methodol ogical spectrum coversdiscussion anaysisand the
group discussion process, anadyssof interviews, participatory observation, and evaluation
research and even includesimage and video analysis.

The documentary method formsthe methodol ogical foundation for theresearch
conducted at the Center for Qualitative Evaluation and Social Research (CES).

Qualitative technique seeksto describe or explain psycho-socia eventsfromthe
point of view of peopleinvolved. Itisnot easy to provide explanationsif thereareno
defined thoughtsor ideasto start with. Theresearcher takesthisinto consideration and
hasan open mind while undertaking collection and analysisof data. Inthe qualitative
technique, the datathat iscollected isusually derived frominterviewsthat are conducted
individually or ingroups, participant or non-participant observations, notesin diariesand
other documented studiesor analysis.

The qualitati ve technique provides depth and detail ed information for aresearch.
Depth and detail emergethrough direct questioning and careful descriptions. Theextent
of depth and detail will vary depending upon the natureand purpose of aparticular study.
Theresponsesto open-ended questionsin aquestionnaire are detail ed and comprehensive.
These responses are neither systematic nor standardized. However, they permit the
researcher to understand situations as seen and felt by him. Since the responses to
open-ended questionsarelonger and detailed, they help theresearcher tounderstand in
depth the points of view of other people, their level of emotions, their characteristics,
their attitudes and values, and their experiences.

Thedatagathered through participant observation or interviewsarea so descriptive
in nature. These strategies are most comprehensive for fully understanding the
complexitiesof aparticular Stuation. Participant observation providesdetailed first hand
information to the researcher about asocial event. Datagathered through partici pant
observation generally includes: (i) Description of the setting of the social situation;
(i) Activities that take place in the setting; and (iii) Description about people who
participated in the activities and their extrinsic behaviour during the activities. The
descriptionsmay beintheform of field notes, specifying somebasicinformation pertaining
to the placewherethe observation takes place, the persons present during the observation,
nature of the settings, type and nature of various types of interactions and activities
during the observation. Thefid d notestaken during observation contain direct quotations
from the people who participated in the observation as well as the observer’s own
feelingsand reactions.

Itis not possible to find out what is in other individuals’ minds while observing
their extrinsic behaviour. Through participant observation, it isdifficult for an observer to
know thefeelings, thoughtsand i ntentions of othersand also about the behavioursthat
took placein earlier Situations. However, through open-ended/unstructured interviews, it
ispossibleto find out what had happened earlier or what could not be observed during
the participant observation. It providesaframework within which the researcher should
be ableto gather information from people conveniently and accurately. Theinformation
mostly pertainsto aprogramme, the reaction of participants about the programmeand
the type of change the participants perceive in them after their involvement in the
programme. Thedataare mostly in theform of responsesto structured and unstructured
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guestions put to the respondents by the researcher during aninformal conversation. The
responses are generally direct quotations from respondentsin their own words and
providedetailsabout Situations, events, people, experience, behaviours, values, cusoms,
etc. Theinformation gathered during or after an interview includes notestaken by an
interviewer along with his detailed comments about what people say about their
experiences, what they think and feel about the phenomenaunder study, and what they
know about the phenomena.

Socia sciencesresearchersuse several qualitative methods by which they
explorediverseissues. Theseare:

- Phenomenology: Thisisaphilosophy or amethod of inquiry thatisusedin
education. Phenomenology entails the researcher trying to access individuals’
‘life worlds’—their world of experiences. It is where consciousness exists.

- Ethnography: Thisisderived from anthropology and usually involves
observetion of participantsand obtai ning information through natural inquiry.
It revealsavery comprehens ve understanding of behavioursandinteractions,
which are set within specific socia and cultural contexts.

- NarrativeAnalyss. Thisisamethod that isdeployed to study the structure
and the content of the storiesthat peopl e narrate about the important events
intheir lives. It hel psusto understand the ways peoplearrive at meaningin
their lives.

- Grounded Theory: Thismethod was created to be used in sociology. Itis
based largely oninterviewsbut may a so rely on observation and documentary
sourcesin order to develop new theoretical accountsof social situations
and interactions. It providesawell defined approach for dataanalysis.

4.6 SUMMARY

- Primary dataistheinformation collected during the course of an experiment in
experimental research.

- Observation methods can be categorized into different types depending on various
factors, such as style for recording observed information, data needed for
observation and activity of the observer.

- Aninterview isamethod of collecting datathat involves presentation of oral and
verbal stimuli andthereply isin oral and verbal responses.

- A persond interview involvestwo persons, i.e,, theinterviewer andtheinterviewes;
theinterviewer isthe person who questionstheinterviewee.

- Theprinciplefocusof asurvey ison thedesign and collection of datainwhich
many intricaciesinvolved arefrequently overlooked.

- Depth interview isdesigned to determine the underlying reason and desire of the
consume.

- Thesourcesof unpublished dataincludediaries, |l etters, unpublished biographies
and autobiographies.

- Case study method is atechnique by which individual factor, whether itisan
individua or just an episodeinthelifeof anindividua or agroup, isanaysedinits
relationship to any other in the group.



- Researchersundertake surveysin order to determine the opinion of the public

regarding products, candidatesand other topics.

- Thequalitative technique provides depth and detail ed information for research.

Depth and detail emergethrough direct questioning and careful descriptionsand
will vary depending upon the nature and purpose of aparticular study.

- In the quantitative technique, the data are studied from a variety of anglesto

explorethe new facts. Analys srequires an observant, flexibleand open-mind. It
isworthwhileto prepare aplan of analysisbeforethe actual collection of data.

- Thedatagathered through participant observation or interviewsarea so descriptive

innature. These strategies are most comprehensive for fully understanding the
complexitiesof aparticular situation.

4.7 KEY TERMS

- Sructured obser vation: It isthemost common method of studying behavioral

sciences

- Disguised obser vation: It isan observation method in which the members of

the same group are unaware of thefact that they are being observed

- Warranty cards: These are cards that dealer use for collecting information

regarding their products

- Phenomenology: Thisis a philosophy or a method of inquiry that isused in

education

4.8 ANSWERSTO ‘CHECK YOUR PROGRESS’

1

Primary dataistheinformation collected during the course of an experiment in
experimental research.

. Thereare several methods of collecting primary data. Some of these are:

Observation
Interviews
Questionnaires
Schedules
Surveys

. A survey isascientific process of acquiring dataand opinion from the public.

Researchersundertake surveysin order to determine the opinion of the public
regarding products, candidatesand other topics.

. Secondary dataisthe datawhich hasaready been collected and examined earlier

by other investigators.

. Case study method isthe most common method of collecting secondary data.
. Inexperimental research, variables are manipulated and their effect upon other

variablesisstudied. Experimental research provides a systematic and logical
method for answering the question. Experimenters manipul ate certain stimuli,
treatment or environmental conditionsand observe how the condition or behaviour
of the subject is affected or changed. Their manipulation is deliberate and
systematic.
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7. A pre-test isthetest that isadministered to the subjects before the independent

variable and a post-test isthe test that isadministered to the subj ects after the
independent variableisapplied.

4.9 QUESTIONSAND EXERCISES

Short-Answer Questions

1
2.

Write down the methods of collecting primary data.
What isthe most common method of interview?

3. Namethe most commonly used method of datacollection.

4.
S.

What isthe most common method of collecting secondary data?
Who first forwarded the documentary method?

Long-Answer Questions

1

© N o g bk wDd

What do you understand by primary data? Describe the methods of collecting
primary data.

. Describlethe methods and instrumentsof collecting secondary data.
. Explainthe process of conducting asurvey.
. Explainthevarioustypesof interview.

Discussthe characteristics and significance of case study method.
Elaborate the characteristics of experimental research.

Writethe stepsrequired in performing the experimental research.
Discussthe significance of documentary method in research.
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5.0 INTRODUCTION

Inthisunit, youwill learn about the various methods of data processing, analysisand
interpretation. Research does not merely refer to the process of collection of data.
Research a so needs proper analysis of the datathat has been collected. Analysing and
mani pul ating the data by performing variousfunctionsiscalled processing of data. In
thisunit, you will understand that processing of dataisessentia for ensuringthat all the
relevant datahas been collected for performing comparisonsand analysis. Thisunit will
also help you understand the different data classification methods. Tabul ation means
placing theresultsand datacollected from researchin atabular form. Tabulation enables
theresearcher to arrange datain aconcise and logical order.

Analysisof datarefersto transforming the datawith the aim of extracting some
useful informationwhich, inturn, facilitatesdrawing of useful conclusions. Thetechniques
of datainterpretation will bealso discussed in thisunit. Datainterpretation referstothe
identification of trendsin different variables.

5.1 UNIT OBJECTIVES

After going through thisunit, you will beableto:
- Discussthe different data processing methods
- Explaintheprocessof tabulation, coding and editing of data

Data Processing, Analysisand
Interpretation

NOTES

Self-Instructional Material 159



Data Processing, Analysis
and Interpretation

NOTES

160 Sdf-Instructional Material

- Classify different typesof data
- Learnthevariousdataanalysistechniques
- Describe the methods of interpreting data

5.2 DATA PROCESSING

Asalready mentioned, research doesnot merely consist of datathat iscollected. Research
isincompletewithout proper analysisof the collected data. Pr ocessing of datainvolves
analysisand manipul ation of the collected data by performing variousfunctions. The
datahasto be processed in accordance with the outlinelaid down at thetime of developing
theresearch plan. Processing of dataisessential for ensuring that all relevant datahas
been collected for performing comparisons and analyses. The functionsthat can be
performed on dataare asfollows:

- Editing
- Coding
- Tabulation
- Classfication
Usually, expertsare of the opinion that processing and analysisof dataareinter-
related. Therefore, they should be thought as one and the samething. It isargued that
analysisof datagenerally involvesanumber of closely-related operations, which are

carried out with the objective of summarizing the coll ected dataand organizingitinsuch
away that they are ableto answer the research questions associated withiit.

However, in technical terms, the processing of datainvolvesdatarepresentation
insuch away that it isopen to analysis. Similarly, analysis of datais defined asthe
computation of certain measures a ong with searching for the patterns of relationship
that may exist among datagroups.

5.2.1 Editing of Data

Editing of datainvolvesthetesting of data collection instrumentsin order to ensure
maximum accuracy. Thisincludescheckingthelegibility, consistency and completeness
of the data. The editing process aims at avoiding equivocation and ambiguity. The
collected raw datais aso examined to detect errors and omissions, if any. A careful
scrutiny isperformed on the compl eted questionnaires and schedul esto assure that the
datahasthefollowing features:

- Accuracy

- Conggtency

- Unity

- Uniformity

- EffectiveArrangement

The stages at which editing should be performed are asfollows:

- Fidd Editing: Thisinvolvesreviewing thereporting formsby theinvestigator,
that arewrittenin abbreviated or illegibleform by theinformant at thetime of
recording the respondent’s responses. Such type of editing must be done
immediately after theinterview. If performed after sometime, such editing
becomes complicated for the researcher, asit is difficult to decipher any
particular individual’s writing style. The investigator needs to be careful while



doing such kind of editing and restrain the researcher from correcting errors
or omission by guesswork.

Central Editing: Thiskind of editinginvolvesathorough editing of theentire
databy asingleeditor or ateam of editors. Such editing takesplacewhen all
the schedul es created according to the research plan have been completed
and returned to the researcher. Editors correct errors such asdatarecorded
inthewrong place or datarecorded in monthswhen it should berecorded in
weeks. They can provide an appropriateanswer to incorrect or missingreplies
by reviewing the other information inthe schedule. At times, the respondent
can be contacted for clarification. In somecases, if theanswer isinappropriate
or incomplete and an accurate answer cannot be determined on any basis,
then the editor should delete or removethat answer from the collected data.
He/she can put a note as ‘no answer’ in such a case. The answers that can
be easily deciphered aswrong should be dropped from thefinal results.

Besides using the above-mentioned methods according to the data source, the
researcher should also keep in mind certain pointswhile doing the editing, and which are
asfollows:

Familiarity withtheinstructionsgiventointerviewersand coders
Know-how of editinginstructions

Single-linegtrikingfor deleting an origina entry

Standardized and distinctive editing of data

Initializing all the answersthat have been changed

5.2.2 Advantages of Editing

In any research either the raw datais collected or the secondary datais used as per the
requirement of research. Thedatathat is collected must be properly edited beforeitis
used. Even the secondary data needsediting as per specifications. Thus, dataeditingis
an analysis of the data sourcesfor adatawarehouseto clarify the structure, content,
relationshipsand derivation rulesof thedata. Editing of datahel psnot only to understand
anomaliesand to assessdataquality, but al so to discover, register and assess metadata.
Theresult of the edited dataanalysisisused both strategically, to determine suitability of
the source systems, and tactically to identify problems. Thekey objectivesof dataediting
areasfollows:

- To ensure the accuracy of data.

- Toestablish the consistency of data.

- To determinewhether or not the dataare complete.
- Toensurethe coherence of aggregated data.

- To obtainthe best possibledataavailable.

Characteridtically, dataeditingisthe processof examining the dataavailableinan exigting
datasource, for example adatabase or afile and collecting statistics and information
about that data. The purpose of these statisticsisto:

- Find out how the existing data can be used for specific purposes.
- Tagging the datawith keywords, descriptionsor assigning it to acategory.

- Givemetricson dataquality including whether the data conformsto particul ar
standardsor patterns.
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- Assesstherisk involved in integrating datafor new applications, including the
challenges.

- Assesswhether metadata accurately describes the actual valuesin the source
database.

- Understand datachallenges.

- Organize master data management where key data is needed or to do data
governancefor improving dataquality.

Typically the editing process can a so be avaluabletool in assessing the quality of the
databy indicating the required modifications. By indicating potential causesof problems,
editing can al so be an effective way of avoiding the need to repeat the survey. Thus,
editing of datahasthefollowing sgnificances:.

- Improvesdataquality.

- Improvesclarity, readability, organization of data.
- Givesconcise, cohesive, error-free data.

- Clearly communicates complex ideas of data.

- Clarifiesscientific value of researched data.

- Emphasizesnovelty and significance of data.

- Producesagainintheyield of the fieldwork, that is, to minimize the number of
responses excluded from analysis.

- Improvesthevalidity of thefindings, that is, to remove systematic errorsthat may
lead to bias.

- Improvesthe correspondence between the structure of the questionnaire and that
of the responses, the net effect being the easing of further tabulation and anaysis.

- Usershavemore confidencein datawhich areinternally cons stent because such
cons stency reflectson the entire process of datacollection and preparation.

Thus, datashould be edited before being presented asinformation. Thisaction ensures
that theinformation provided isaccurate, complete and consistent. No matter what type
of datayou areworking with, certain editsare performed on all surveys. Dataediting
can be performed manually, with the assistance of computer programming, or a
combination of both techniques. It depends on the medium (el ectronic, paper) by which
the dataare submitted.

There are two levels of data editing—micro editing and macro editing.

Micro editing correctsthe dataat therecord level. Thisprocessdetectserrorsin
datathrough checksof theindividual datarecords. Theintent at thispointisto determine
the cong stency of the dataand correct theindividual datarecords.

Macro editing al so detects errorsin data, but does thisthrough the analysis of
aggregate data (totals). The data are compared with data from other surveys,
administrativefilesor earlier versions of the same data. This processdeterminesthe
compatibility of data.

Why Data Editing?

There are many situationswhich are responsi blefor theinaccuracy of dataor errorsin
datafiles. Thefollowing are some of thecommon Stuationswhen errorscan beintroduced
intothedata:



- A respondent could have misunderstood aquestion.

- A respondent or aninterviewer could have checked the wrong response.

- Aninterviewer could have miscoded or misunderstood awritten response.

- Aninterviewer could haveforgotten to ask aquestion or record the answer.
- A respondent could have provided inaccurate responses.

Data Errors

Data editing should detect and minimize errors, such as.

- Unasked Questions

- Unrecorded Answers

- Inappropriate Responses
Aninaccurate response can occur asaresult of carelessnessor adeliberate effort to
givemideading answers. It can also occur if some of the answersrequire mathematical

calculations. For example, converting daysinto hoursor annual incomeinto weekly
incomeincreasesthe possibility of making mistakes.

Thedatacan be perfectly edited by applying thefollowing editing rules:

Rule 1: Thefirst stepisto apply rulesto thedatato beedited, i.e., factorsto be
taken into consideration. These rules are determined by the expert knowledge of a
subject matter specialist, the structure of the questionnaire, the history of the data, and
any other related surveysor data.

Rule 2: Expert knowledge can come from avariety of sources. The specialist
could bean analyst who has extensive experience with thetype of databeing edited. An
expert could also be one of the survey sponsorswho are acquai nted with therelationships
between the data.

Rule 3: Thelayout and structure of the questionnairewill also impact therules
for editing data. For example, sometimes respondents are instructed to skip certain
questionsif the questionsdo not apply to them or their situation. Thisspecification must
be respected and incorporated into the editing rules.

Rule 4: Lastly, other surveys relating to the same sort of variables or
characteristicsare used in order to establish someof therulesfor editing data.

Data Editing Types

Thefollowing arethe varioustypesof dataedits:

- Validity Edits: It looks at one question field or cell at atime. They check to
ensuretherecord identifiers, invalid characters, and val ues have been accounted
for; essential fieldshave been completed (e.g., no quantity field isleft blank where
anumber isrequired); specified units of measure have been properly used; and
thereporting timeiswithin the specified limits.

- RangeEdits: Thesearesimilar tovalidity editsin that they look at onefield at a
time. The purpose of this type of edit isto ensure that the values, ratios and
caculationsfall withinthe pre-established limits.

- Duplication Edits: It examinesonefull record at atime. Thesetypes of edits
check for duplicated records, making certain that arespondent or asurvey item
has only been recorded once. A duplication edit also checksto ensure that the
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respondent does not appear in the survey universe morethan once, especially if
there hasbeen aname change. Finaly, it ensuresthat the data have been entered
into the system only once.

- Consistency Edits: It compares different answers from the same record to
ensurethat they are coherent with one another. These editsverify that if afigure
isreported in one section, acorresponding figureisreported in another.

- Historical Edits: These are used to compare survey answersin current and
previous surveys. For example, any dramatic changessincethelast survey will
beflagged. Theratiosand calcul ations are al so compared, and any percentage
variancethat fallsoutside the established limitswill be noted and questioned.

- Satistical Edits: It looksat the entire set of data. Thistype of editisperformed
only after all other edits have been applied and the data have been corrected. The
dataarecompiled and dl extremevalues, suspiciousdataand outliersarerejected.

- Miscellaneous Edits: It fall in the range of special reporting arrangements,
dynamic edits particular to the survey; correct classification checks,; changesto
physi cal addresses, | ocationsand/or contacts; and legibility edits, i.e., making sure
thefiguresor symbolsare recognizable and easy to read.

Dataediting isinfluenced by the complexity of the questionnaire. Complexity refersto
thelength, aswell asthe number of questionsasked. It dso includesthe detail of questions
and therange of subject matter that the questionnaire may cover. In some cases, the
terminology of aquestion can be very technical. For these types of surveys, special
reporting arrangements and industry specific editsmay occur.

5.2.3 Coding of Data

Coding of data can be defined as representing the data symbolically using some
predefined rules. Once datais coded and summarized, the researcher can analyseit and
rel ationshi ps can be found among various categories.

Checklist for Coding

The checklist enablestheresearcher to put the responsesof theindividua sinto alimited
number of categories or classes, which should possess the following important
characterigtics:

- Classesshould be appropriate and in accordance with the research problem under
consideration.

- Theremust be aclassfor every dataelement.

- There should be mutual exclusivity, which meansthat a specific answer can be
placed in one and only one cell of agiven category set.

- Theclassesshould be one-dimensiona . Thismeansthat every classisdefinedin
terms of only one concept.

Significance of Coding

Coding of dataisnecessary for efficient analysis. It facilitates classification of datainto
asmall number of classes. Thus, only important and critical information that isrequired
for andyssisretained intheresearch. Coding decisonsare usudly taken at thedesigning
stage of the questionnaire. Thismakesit possible to pre-code the questionnaire choices
which, inturn, ishel pful for computer tabulation.



However, in case of hand coding, some standard method may be used. One such
method isto codein the margin with acoloured pencil. Another method isto transcribe
datafrom the questionnaire to acoding sheet. Whatever method isadopted, you should
notethat coding errorsare altogether eliminated or reduced to theminimum level.

5.2.4 Classification of Data

Research studies involve extensive collection of raw data and usage of the data to
implement a research plan. To make the research plan easier, the data needs to be
classfiedin different groupsfor understanding the rel ationship among different phases
of research plan. Classification of datainvol vesarrangement of datain groupsor classes
on the basis of some common characteristics. The methods of classification can be
divided under thefollowing two headings:

- Classification according to attributes
- Classfication accordingto classintervals
Figure5.1 showsthe classification of data.

N

_ Data .
According . ) According
to Classification to
Attributes Class
Intervals
e Descriptive
Classification
. e Exclusive
° S|mpl_e_ _ Class Intervals
Classification
e Manifold e Inclusve
Classification Class Intervals

Fig. 5.1 Data Classification

Classification of Data According to Attributes

Dataisclassified on the basisof similar features, asfollows:

- Descriptive Classification: Thisclassification isperformed according to the
quditativefeaturesand attributes, which cannot be measured quantitatively. These
featurescan beether present or absent in anindividua or aneement. Thefeatures
related to descriptive classification of attributes, can beliteracy, sex, honesty,
solidity, etc.

- Simple Classification: In thistype of classification, the elements of dataare
categorized asthose possessing the concerned attribute and those that do not.

- Manifold Classification: Inthistypeof classification, two or more attributes
are considered smultaneoudy and the datai s categorized into anumber of classes
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onthebasisof thoseattributes. Thetotal number of classesof final order isgiven
by 2", where n = number of attributes considered.

Classification of Data According to Class Intervals

Classfying dataaccording to classinterval sisaquantitative phenomenon. Classintervals
help categorize data which has similar numerical characteristics such as income,
production, age, weight, etc. Data can be measured with certain statistical toolslike
mean, mode and median. Thedifferent categoriesof dataaccordingto classintervals
areasfollows:

- Satigicsof Variables Thistermrefersto measurableattributes, asthesetypicaly
vary over timeor between individuals. Thevariables can bediscrete, i.e., taking
va uesfromacountableor finiteset, continuous, i.e., having acontinuousdistribution
function or neither. This concept of avariableiswidely utilized in the social,
natural, medical sciences.

- ClassIntervals: Theserefer to arangeof valuesof avariable. Thisinterval is
used to calibrate the scale of a variable in order to tabulate the frequency
distribution of asample. A suitable example of such dataclassification can bethe
categorizing of birth rate in a country. In this case, babies aged 0-1 year will form
a group; those aged 2-5 years will form another group, and so on. The entire data
isthus categorized into several numbersof groupsor classesor in other words,
classintervals. Each classinterval hasan upper limit aswell asalower limit,
which is defined as “the class limit.” The difference between two class limits is
known as class magnitude. The classes can have equal or unequal class
magnitudes.

Thenumber of eementsinagiven classiscalled thefrequency of thegiven
classinterval. All classintervals, with their respective frequencies, are taken
together and described in atabular form called the frequency distribution.

Problems Related to Classification of Data

The problemsrelated to classification of dataon the basisof classintervalsaredivided
into thefollowing three categories:

(@ Number of Classesand Their Magnitude: There are differencesregarding
the number of classes into which datacan be classified. Assuch, thereareno
predefined rulesfor classification of data. It dl dependsupon the skill and experience
of the researcher. The researcher should display the datain such away that it
should be clear and meaningful to theanalyst.

Asregardsthe magnitude of classes, itisusually held that classintervals
should be of equal magnitude, but in some cases unequal magnitudesmay result
in better classification. It is the researcher’s objective and judgement that plays a
ggnificant roleinthisregard. In genera, multiplesof two, fiveand ten are preferred
whiledetermining classmagnitudes. H.A. Sturgessuggested thefollowingformula
for determiningthe sizeof classinterval:

i =R/(1+3.31logN)
where,
i =sizeof classinterva



R = Range (difference between the values of thelargest element and smallest Data Processing, Analysisand
element among the given elements) Interpretation

N = Number of itemsto be grouped

Sometimes, datamay contain oneor two or very few e ementswith very high or NOTES
very low values. In such cases, theresearcher can use an open-ended interval in
the overall frequency distribution. Such interval s can be expressed bel ow two
years; or twelve yearsand above. However, suchintervalsare not desirable, yet
cannot be avoided.

(b) Choice of Class Limits: While choosing class limits, the researcher must
determinethe mid-point of aclassinterval. A mid-point isgenerally derived by
taking the sum of the upper and lower limit, of aclassand thendividingit by two.
Theactual average of elementsof that classinterval should remain ascloseto
each other aspossible. In accordance with thisprinciple, theclasslimitsshould be
located at multiplesof two, five, ten, twenty and hundred and such other figures.
Theclasslimitscan generally be stated in any of thefollowing forms:

0 ExclusveTypeClassintervals. Theseintervalsareusudly sated asfollows:
- 10-20
- 20-30
- 3040
- 40-50
Theseinterval sshould beread inthefollowing way:
- 10 and under 20
- 20and under 30
- 30 and under 40
- 40 and under 50
Inthe exclusivetype of classinterval, the e ementswhose valuesareequal to
theupper limit of aclassare grouped in the next higher class. For example, an
item whose value is exactly thirty would be put in 30—40-class interval and not
in 20-30-class interval. In other words, an exclusive type of class interval is
that in which the upper limit of aclassinterval isexcluded and itemswith
valueslessthan the upper limit, but not lessthan thelower limit, areput in the
givenclassinterval.

0 InclusveTypeClassintervals Theseintervasarenormally sated asfollows:
- 11-20
- 21-30
- 3140
- 41-50
Thisshould beread asfollows:
- 11 and under 21
- 21 and under 31
- 3land under 41
- 41 and under 51

In this method, the upper limit of a class interval is also included in the
concerning classinterval. Thus, an element whosevalueistwenty will be put
in 11-20-class interval. The stated upper limit of the class interval 11-20 is
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twenty but the real upper limit is 20.999999 and as such 11-20 class interval
really meansel even and under twenty-one. When datato be class fied happens
to beadiscrete one, then theinclusivetype of classification should beapplied.
But when data happensto be a continuous one, the exclusive type of class
intervalscan be used.

(c) DeterminingtheFrequency of Each Class: Thefrequency of each classcan
be determined using tally sheets or mechanical aids. In tally sheets, the class
groupsarewritten on asheet of paper and for each item astroke (asmall vertica
line) ismarked against the classgroupinwhichit falls. Thegeneral practiceis
that after every four small vertical linesin aclass group, the fifth line for the
element fallingin the samegroupisindicated asadiagonal linethrough the above
saidfour lines. Thisenablesthe researcher to perform the counting of elementsin
each one of the classgroups. Table 5.1 showsahypothetical tally sheet.

Table 5.1 Sample of a Tally Sheet

Income groups Tl ik Number‘of families

(Rupees) 2 (Class frequency)
Below 600 THI TR IRL 10 15
601-900 THI ™ 1 9
901-1300 TR THL THL THL THL THL | 25
1301-1500 T TRL ML I 16
1501 and above THI THL II 10
Total 75

In case of large inquiriesand surveys, class frequencies can be determined by
meansof mechanical aids, i.e., with thehel p of machines. Such machinesfunction either
manually or automatically and run on electricity and can sort cards at aspeed of around
25,000 cards per hour. Although this method increases the speed, it isan expensive
method.

5.2.5 Tabulation of Data

Insmpleterms, tabulation means placing the data collected and resultsfromresearchin
atabular form.

M ethods of Tabulation

Tabulation can be doneby hand or mechanically using variouse ectronic devices. Severa
factorslikethesizeand typeof study, cost consderations, time pressuresand avail ability
of tabulating machines decide the choice of tabulation. Relatively, large datarequires
computer tabulation. Hand tabulationis preferred in case of small inquiries, whenthe
number of questionnairesissmall and they are of relatively short length. The different
methods used in hand tabul ation are asfollows:

- Direct Tally Method: Thismethod involvessimple codes, where the researcher
candirectly tally from the questionnaire. The codesarewritten on asheet of paper
called tally sheet and for each response, a stroke is marked against the code in
whichitfalls. Usualy, after every four strokesagainst aparticular code, thefifth
responseisindicated by drawingadiagonal or horizontal linethrough the strokes.
Thesegroupsare easy to count and the datai ssorted against each code conveniently.



- Listand Tally Method: Inthismethod, code responses may be transcribed into
alargeworksheet, allowingalinefor each questionnaire. Thisfacilitateslisting of
alarge number of questionnairesin oneworksheet. Thetalliesare then madefor
each question.

- Card Sort Method: Thisisthe most flexible hand tabulation method, wherethe
dataisrecorded on special cardsof convenient sizesand shapeswith aseriesof
holes. Each hole in the card stands for a code. When the cards are stacked, a
needle passesthrough aparticular hole, thusrepresenting aparticular code. These
cards arethen segregated and counted. In thisway, frequencies of variouscodes
can befound out by arepetition of thistechnique.

Significance of Tabulation

Tabulation enables the researcher to arrange datain a concise and logical order. It
summarizestheraw dataand displaysthe samein acompact form for further analyss.
It helpsin the orderly arrangement of dataiin rowsand columns. Thevarious advantages
of tabulation of dataare asfollows:

- A table saves space and reduces descriptive and explanatory statements to a
minimum.
- It facilitates and eases the compari son process.

- The summation of elementsand detection of omissionsand errorsbecome easy
dueto atabular description.

- A tableprovidesabasisfor statistical computations.
Checklist for Tables

A table should communicate the required information to the reader in such away that it
becomeseasy for him/her to read, comprehend and recal | the informationwhen required.
Thereare certain conventionsto befollowed during tabulation, which are asfollows:

- All tablesshould have aclear, precise and adequatetitleto makethemintelligible
enough without any referenceto thetext.

- Tablesshould befeatured with clarity and readability.
- Every table should be given adistinct number to facilitate easy reference.
- Thetableshould beof an appropriate sizeand tally with therequired information.

- Thecolumnsand rows should be headed with bold font | etters. Itisagenera rule
toinclude independent variablesin theleft column or first row and dependent
variablesinthe bottom row or right column.

- Displaying of numbers should be neat and readable.

- Explanatory footnotes, if any, regarding thetable should be placed directly beneath
thetable, along with the reference symbolsused inthetable.

- Thesource of thetable should beindicated just below thetable.

- Thetable should contain thick linesto separate data of one classfrom data of
another classand thin linesto separate the different subdivisionsof each class.

- All columnfigures should be properly aigned.
- Abbreviations should be avoided in atableto the best possible extent.

- If thevolume of data happensto belarge, thenit should not be crowdedinasingle
table. It makesthe table unwiel dy and inconvenient.
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Tabulation can aso be classified into complex or smple. The former type of
tabul ation givesinformation about one or more groups of independent variables, whereas
thelatter showsthedivision of datainto two or more categories.

5.3 ANALYSISAND INTERPRETATION OF DATA

Analysisof data isthe process of transformating data for the purpose of extracting
useful information, whichinturn facilitatesthe discovery of some useful conclusions.
Finding conclus onsfrom the analysed dataisknown asinterpretation of data. However,
if theanalysisisdone, in the case of experimental dataor survey, then the value of the
unknown parametersof the population and hypothesi stesting isestimated.

Analysisof datacan be either descriptive or inferential. Inferential analysisis
also known as statistical analysis. Descriptive analysisis used to describe the basic
featuresof the datain astudy such aspersons, work groupsand organi zations. Inferential
analysisisused to makeinferencesfrom the data, which meansthat we aretrying to
understand some process and make some possible predictions based on this
understanding.

5.3.1 Typesof Analysis

Thevarioustypesof analysesareasfollows:

- MultipleRegresson Analysis: Thistypeof analysisisusedto predict asingle
dependent variableby aset of independent variables. Inmultipleregressonanalys's,
theindependent variablesare not correl ated to each other.

- Multiple Discriminant Analysis: In multiplediscriminant analys's, thereisone
single dependent variable, whichisvery difficult to measure. One of the main
objectivesof thistype of analysisisto understand group differencesand predict
thelikelihood that an entity, i.e., anindividual or an object, belongsto aparticular
classor group based on several metric-independent variables.

- Canonical Correlation Analysis: Itisamethod for assessing therelationship
between variables. Thisanalysisalso allowsyou to investigate the rel ationship
between two sets of variables.

Univariate, Bivariate and Multivariate Analysis

Many types of analysesare performed according to the variance that existsin the data.
Such analysesiscarried out to check if the differencesbetween three or morevariables
aresgnificant enoughto evauatethem atistically. There arethreetypesof such anayses,
namely univariate, bivariateand multivariate anal yses.

(i) Univariate Analysis: In this analysis, only a single variable is taken into
consideration. Itisusually thefirst activity pursued whileanalysingthedata. It is
performed with the purpose of describing each variablein termsof mean, median
or mode, and variability. Examplesof such analysisare averagesor aset of cases
that may come under a specific category amidst awhole sample.

(i) Bivariate Analysis: Thistype of analysis examinesthe relationship between
two variables. It triesto find the extent of association that existsamong these
variables. Thus, abivariate analysismay help you; for example, to find whether
thevariablesof irregular mealsand migraine headaches are associated and up to
what extent. Here, thetwo variablesare thus statisti cally measured s multaneoudly.



(iii) MultivariateAnalysis: Thistype of analysisinvolvesobservation and analysis
of three or more than three statistical variables at atime. Such an analysisis
performed using statistical testsor evenin atabular format. Thus, for example,
you can study the variablesof age, educational qualificationand annual income of
agiven set of population at the sametime using themultivariate analysismethod.

Usually, thesetypes of analysesare more convenient when performedina
tabular format. Thisinvolves, using across-classification or contingency table.
Such atableismade of two columnsand two rows, showing the frequencies of
two variablesthat are displayed in rows and columns. Thisismore popularly
known as constructing the bivariate table. Traditionally, theindependent variable
isdisplayed in columnsand the dependent onesinrows. A multivariatetable, if
related to the same data, istheresult of combining the bivariate tables. Inthis
case, each bivariatetableisknown asapartial table. Usually, amultivariatetable
iscreated with the purpose of explaining or replicating the primary relationship
that isfound in the bivariate table. Tables5.2(a) and (b) show an exampleof a
bivariate table and amultivariatetablerespectively.

Table 5.2(a) Bivariate Table

1991 1992 1993
Percentage of students | 33 per cent 38 per cent 42 per cent
failed
Percentage of students | 67 per cent 62 per cent 58 per cent
passed

Table 5.2(b) Multivariate Table
1991 1992 1993
First Attempt Second Attempt Third Attempt

Percentage of students 27 per cent 35 per cent -
who passed in Maths
Percentage of students 53 per cent 60 per cent 44 per cent
who passed in English

Although the data in both tables is related, except the variable of ‘attempts’, the
multivariatetable has been displayed separately in thisexample. However, you should
note that thetables have dealt smultaneoudly with two or more variables of the data.

5.3.2 Data Inter pretation

Data interpretation refers to the identification of trends in different variables. The
researcher usesstatisticsfor thispurpose. Theresearcher isrequired to befamiliar with
the knowledge of the scales of measurement. This enables him/her to choose the
appropriate statistical method for his’her research project. The scal es of measurement
facilitatethe allotment of numerical valuesto characteristics adhering to any specific
rules. This measurement is also related to such levels of measurement of data like
nominal, ordinal and internal and ratio levels. Theselevelscan be explained asfollows:
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- Nominal M easurement: Thenominal measurement assignsanumeral valueto
aspecific characterigtic. Itisthefundamental form of measurement. Thenominal
measurement cal culatesthe lowest level of dataavailablefor measurement.

- Ordinal M easurement: Thistype of measurement involvesallotting aspecific
featureto numeral valueintermsof aspecific order. The ordinal scale displays
theway inwhich an entity ismeasured. Theordina scaleof measurement isused
to calculate and derive data pertaining to the median, percentage, rank order,
correlationsand percentile.

- Interval Measurement: A researcher can depict the difference between the
first aspect of adataand another aspect using thislevel of measurement. The
interval scale of measurement isuseful for theresearcher in several ways. It can
be applied in the cal culation of arithmetic mean, averages, standard deviations
and determining the correl ation between different variables.

- RatioM easur ement: Inthismethod, there arefixed proportions(ratio) between
the number numerical and the amount of the characteristicsthat it represents. A
researcher should remember while measuring theratio level sthat afixed zero
point exists. Theratiolevel of measurement facilitatesresearchersin determining,
if the aspects possessany certain characteristic. Almost any type of arithmetical
cal culations can be executed using this scal e of measurement.

The most important feature of any measuring scaleisitsreliability and validity,
whichisexplained asfollows:

Reliability: It istheterm used to deal with accuracy. A scale measurement
canbesaidtobereliable, whenit exactly measures, only that what itissupposed
to measure. In other words, when the same researcher repeats atest, i.e.,
with adifferent group but resembling the origina group, he/she should get the
sameresultsastheformer.

Validity: Accordingto Leedy, vaidity istheassessment of the soundnessand
theeffectivenessof themeasuringinstrument. Therearethreetypesof validity,
which can be stated asfollows:

o Content Validity: It deals with the accuracy with which an instrument
measuresthe factorsor content of the course or situations of theresearch
study.

o Prognostic Validity: It dependson the possibility to makejudgementsfrom
results obtained by the concerned measuring instrument. Thejudgement is
future oriented.

o SimultaneousValidity: Thisinvolvescomparing of onemeasuringinstrument
with another; one that measuresthe same characteristic and isavailable
immediately.

5.4 QUANTITATIVE TECHNIQUES OF
DATAANALYSIS

A researcher needsto befamiliar with the various quantitative techniquesin order to
analyseand interpret thedata. Certain statistical methodsin quantitative techniquesare
availablethat can be used for analysing the data so that appropriate methods can be
used in the research study. There are certain basic statistical methods which can be
classfiedintothefollowing three groups:



- Descriptive gtatistics
- Inferential Satistics
- Measuresof central tendency and dispersion

5.4.1 Descriptive Satistics

According to Smith, descriptive statisticsisthe formulation of rulesand procedures
where the data can be placed in a useful and significant order. The foundation of
applicability of descriptive statisticsisthe need for complete data presentation. The
most important and general methods used in descriptive Statisticsare asfollows:

- Ratios: Thisindicatesthere ativefrequency of thevariousvariablesto oneanother.

- Per centages: Percentages (%) can be derived by multiplying aratiowith 100. It
IS, thus, aratio representing astandard unit of 100.

- Frequency Table: It isameansto tabul ate the rate of recurrence of data. Data
arranged in such amanner isknown asdistribution. In case of alarge distribution
tendency, larger classintervalsareused. Thisfacilitatesthe researcher to acquire
amoreorderly system.

- Histogram: Itisthegraphic representation of afrequency distributiontable. The
main advantage of graphical representation of datain theform of histogramis
that datacan beinterpreted immediately.

- Frequency Polygon: It isused for the representation of datain theform of a
polygon. In thismethod, adot that representsthe highest scoreisplaced inthe
middle of the classinterval. Linking these dotsderivesafrequency polygon. An
additional classis sometimes added at the end of the line with the purpose of
creating an anchor.

- CumulativeFrequency Curve: Theprocedureof finding frequency curveinvolves
adding frequency by starting from the bottom of the classinterval and adding class
by class. Thisfacilitatesthe representation of the number of personsthat perform
below the classinterval. A researcher can derive a curve from the cumulative
frequency tabl es, with the purpose of refl ecting datain agraphic manner.

5.4.2 Inferential Satistics

Inferential statisticsenabl eresearchersto explore unknown data. Researcherscan make
deductionsor statementsusing inferential statisticswith regard to the broad popul ation
as the samples from which the known data is drawn. These methods are called the
inferentia or inductivesatistics. These methodsincludethefollowing commontechniques:

- Egtimation: Estimationisthecal culated approximation of aresult, whichisusable,
evenif theinput datamay beincomplete or uncertain. It involvesderiving the
approximate cal culation of aquantity or adegree or worth, for example, drawing
an estimate of what it would cost; or deriving aroughideahow long it would take.

- Prediction: A predictionisastatement or claim that aparticular event will surely
occur infuture. It isbased on observation, experience and scientific reasoning of
what will happenin given circumstancesor Stuation.

- HypothesisTesting: Hypothesisisaproposed explanation, whose validity can
betested. The hypothes stesting attemptsto validate or disprovethe preconceived
idess. In creating ahypothes's, onethinksof apossibleexplanationfor aremarked
behaviour. The hypothesisdictates the data sel ected to be anal ysed for further
interpretations.
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Thereare also two chief statistical methods based on thetendency of datato cluster or
scatter. These methods are known as measures of central tendency and measures of
disperson.

5.4.3 Measures of Central Tendency and Dispersion

Central tendency refers to the central point around which the data revolves. The
measuresof central tendency help know the point about whichitemshave atendency to
cluster. Thismeasureis supposed to be the representative figure for the entire mass of
data. The measure of central tendency isalso called the statistical average. The most
common techniques used in central tendency areasfollows:

- Mode: Mode refers to the score, value or category of the variable observed
morefrequently. It is also known asthe arithmetic average. The modein data
distribution isthat element around which there ismaximum concentration. In
general, mode isthe size of the element, which has the maximum frequency.
Modeismostly useful inthe study of popular sizeslikethat of shoes, shirts, and so
on.

- Median: Median refersto the middle value of aseries of dataarranged in an
increasing order. It dividesthe seriesinto two halves. In one half, all valuesare
lessthan the median, whereasinthe other haf they al have valuesmorethan the
median. Thus, for example, if thevaluesof theitemsarranged in the ascending
order arefifty, 66, 75, 80, 90, 95, 100, then thevalue of thefourth element, i.e., 80
isthe value of the median. Thisisbecausethe median dividesfrequenciesinto
two equal parts. It can also be described asthefiftieth percentile. Theformula
for median can bewritten asfollows:

Median(M) = Valueof E-10hitem

€25
Medianisapositional averageandisused only inthe context of qualitative phenomena;
for example, inestimatingintelligence, in sociologicdl fields.
M ean: Meanrefersto the measure of central tendenciesthat isderived by the addition
of all scoresand dividing them by the number of scores. Itisthesmplest tool of measuring
thecentral tendency and isthemost widely used measure. Itischiefly used in summarizing
theessential featuresof aseriesand in facilitating datacomparison. Itisusedinfurther
statistical calculations and is better compared to the ssmple averages, especially in
economicsand social studies, wheredirect quantitative measurementsare possible. The
formulafor mean can be stated asfollows:
ax X X+ X

n

where X = Thesymbol weusefor mean (pronouncedas X bar)
& = Symbol for summation
X, =Valueof theithitem X,i=1, 2,....,n
n =total number of items

Mean (or X)* =

*|f we use assumed average A, then mean would be worked out as follows:
a(xi' A) or X:A+a fi(x\_ A)

n af
in case of frequency distribution.

X = A+



Thisisalso known asthe short cut method of finding X .
In case of frequency distribution, you can work out meaninthisway:

= 6010 FX X+ X+ + 1 X
af f,+f,+.+f =n

Sometimes, instead of cal cul ating the simple mean, as stated above, you may

calcul ate the weighted mean for arealistic average. The weighted mean can be

worked out asfollows:

awx
aw
Where X, =Weighted mean
w = Weightof ithitem X
X; =Vdueof theith item X

< =

w

The measure of dispersion, onthe other hand, defineshow much the scoresinasample
vary from one another. Although, average can indicate aseriesonly asbest asasingle
figure can, it cannot show the scatter of values of elementsof avariableinthe series
around thetrue value of average. The measures of dispersion are used to calcul ate this
scatter value of different variables. The most commonly used devicesin measures of

dispersonareasfollows:

- Range: Rangerefersto the s mplest possiblemeasure of dispersion andisdefined
asthe difference between the values of the extremeitemsof aseries. Thus, the

formulafor range can be stated asfollows:

adlighest valueof ¢ abowestvalueof ¢

Range = . . .t . ) .=
J San item in aseries, ~ gan item in aseriesg

Rangeisuseful asit providesanideaof variability very quickly.

Mean Deviation: The average of the difference of the values of elements
from the average value of the series is known as mean deviation. Such a
differenceistechnically described asdeviation. While cal cul ating the mean
deviation, the minus sign of deviationsisignored whiletaking their total for
obtaining sum of themean deviation. Theformulafor derivingthemean deviation

isasfollows:
— a | Xi - )z |
n )
if deviations, | X, - X |, areobtainedfromarithmeticaverage

Meandeviationfrommean(dy, )

Meandeviation

— a |xi - M |
T n

if deviations,| X, - M |areobtainedfrommedian

frommedian(d,,)

Meandeviationfrommode(d ) = M
z n

if deviationsa | X, - Z |areobtained frommode
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whered = symbol for mean deviation(pronounced asdelta)
X; =ithvaluesof thevariable X

n = number of elements

X = Arithmeticaverage

M = Median

Z =Mode

Sandard Deviation: Standard deviation isthe cal cul ation of the dispersion of
adistribution of scores. It isthe most widely used measure of dispersion of a
seriesand iscommonly denoted by the symbol ¢ (sigma). It can be defined as
the squareroot of the average of squares of deviations, when such deviations
for thevaluesof individual itemsin aseriesare obtained from the arithmetic
average. It isderived using thefollowing formula:

o af(x-X)
Standarddeviation(s ) = —a
aft

incaseof frequency distribution

where f, meansthefrequency of theithitem.
Standard deviation is used mostly in research studies and is regarded as the most
satisfactory measure of dispersoninaseries. Itislessaffected by fluctuationsof sampling.
Itiscommonly used inthe context of estimation and testing of hypotheses.

To conclude, we caninfer that statistical methods enable the researcher to accurately
utilizethe gathered information. Thisinturn helpshinvher to bemore specificindescribing
thefindings.

5.4.4 Diagrammatic Representation of Data

The diagrammatic representation of dataisconcerned with the presentation of datato
readersor usersby means of images. It helpsthe reader to explore, make sense of and
communicatethedata. Like good writing, good graphical displaysof datacommunicate
ideaswith clarity, precision and efficiency.

Significance of Diagrammatic Representation of Data

The diagrammatic representation of dataaimsat facilitating an easy understanding of
theinformation on the part of thereader. Assuch, itisadvisableto provide adiagrammatic
representation of datain aresearch study for thefollowing reasons:

- It providesthereader with aqualitative understanding of theinformation contents.

- It presents any kind of information—~be it data, processes, relations or concepts.

- Diagrammatic representation allowsthe researcher to use avariety of graphical
entities, for example, points, lines, shapes, images, text and attributeslike colour,
size, position and shapefor an effective data representation.

- It facilitates an easy understanding by means of detection, measurement, and
comparison techniquesand providestheinformation from multipleviewpoints.



Checklist for Diagrammatic Representation

The diagrammatic representation of datauses a set of techniquesto turninformation
datainto visual ingght. It aimsto give the dataameaningful representation by exploiting
the perceptive capabilitiesof the human eye. Assuch, agood diagrammeatic representation
should havethefollowing characterigtics:

- A diagrammati c representation of datashould be effective enough. The viewer
should beableto easly interpret theinformation provided by thediagram.

- It should be accurate. The representation should be such that it facilitates correct
quantitativeeva uation.

- It should not offend the reader’s senses. For example, a complicated diagrammatic
representation with several patternsmay confuse the reader and makeit difficult
to keep track of data.

- Thediagram should be adaptablein the sensethat it should serve the multiple
needs of the reader.

- Thediagram should be provided with an elaborate title, which should be self-
explanatory.

- Any unnecessary representation should be deleted or any cluster of information
that isnot required should be eliminated.

Common techniques of diagrammatic r epresentation

The diagrammatic representation of datausesthe following most common techniques
for effective datarepresentation:

- Charts: Chartsprovideinformation using tabulation, barsor pies. Here, datais
displayedintheform of barsthat can bearranged vertically or horizontally. Charts
makeit easier for readersto understand large quantities of dataand relationship
between different variablesof collected data.

- Graphs A graph displaysthe databy indi cating the rel ati onship among the different
variables, usually cast dong x and y-axes. They cons st of afinite number of dots
called vertices, joined by afinite number of curved or sraight-line segmentscalled
edges. Graphs are especially useful in data pertaining to the structure or
relationships.

- Plots: In visualization terms, a plot can be defined as a drawing created by
moving apen across atwo-dimensional drawing surfacewith precisely defined
movementsand strokes. Plots can be of single or multi-dimens onsand represent
datascientifically or geographically.

- Maps: Amap, insmpleterms, meansthe visua representation of anarea. Itisa
symbolic depiction, highlighting rel ationshi ps between e ements of that spacesuch
asobjects, regionsand themes. Itisoneof themost effectivetool sin representing
thelocation of data.

- Images. Image, in diagrammatic representation, means the representation of
any dataintwo dimensions, intensity and colour. In such arepresentation, the
valuesof each element arerelated to aspecificintensity or colour. .
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5.5 SUMMARY

- Research doesnot merely involve datacollection. It a so needs proper analysi sof

collected data.

- Analysis and manipulation of data by performing various functionsis called

processing of data. Processing of dataensuresthat all therelevant datahasbeen
collected for performing comparisonsand anal yses.

- Thefunctionsthat can be performed on dataare editing, coding, tabul ation and

classfication.

- Analysisisthe act of transforming the data with the aim of extracting some

useful informationwhich, inturn, facilitatesarriving at some useful conclusions.

5.6 KEY TERMS

- Processing: Involves analysis and manipulation of the collected data by

performing variousfunctions

- Coding of data: Representing the datasymbolically using some predefined rules

- Analysis of data: The process of transforma-ting data for the purpose of

extracting useful information

- Datainter pretation: Refersto theidentification of trendsin different variables.

Theresearcher uses statisticsfor this purpose

- Central tendency: Referstothe central point around which the datarevolves

5.7 ANSWERS TO ‘CHECK YOUR PROGRESS’

1

Thefunctionsthat can be performed on dataare asfollows:

Editing

Coding

Tabulation

Classficetion
Coding of dataisnecessary for efficient analysis. It facilitates classification of
dataintoasmall number of classes. Thus, only important and critical information
that isrequired for analysisisretained in theresearch.

Severd factorslikethe size and type of study, cost considerations, time pressures
and availability of tabul ating machines decide the choi ce of tabulation.

Thenominal measurement assignsanumeral val ueto aspecific characteristic. It
isthefundamental form of measurement. The nominal measurement cal culates
thelowest level of dataavailablefor measurement.

Edtimationisthe cal cul ated approximation of aresult, whichisusable, evenif the
input datamay beincomplete or uncertain. It involvesderiving the approximate
calculation of aquantity or adegree or worth.

Rangerefersto the simplest possible measure of dispersion and isdefined asthe
difference between the values of the extreme items of a series.



5.8 QUESTIONSAND EXERCISES

Short-Answer Questions

1. Writeanoteon dataediting.

2. Digtinguish between dataclassification according to attributesand according to
classintervals.

3. Explainthesignificanceof tabulation.
4. Describeinferentia statistics.
5. Writebriefly about standard deviation.

Long-Answer Questions
1. Briefly describethe processand significance of coding of data.
2. Enumerate and el aborate on the methods of tabulation.

3. Explainthe significance of descriptive statistics.
4. Discussthe various measures of central tendency.

5.9 FURTHER READING
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6.0 INTRODUCTION

Inthisunit, youwill learn about thetest of Significanceand analysisof variance (ANOVA).
A hypothesisisan assumption or astatement that may or may not betrue. Thehypothes's
istested on the basisof information obtained from asample. Hypothesistestsarewidely
used in businessandindustry for making decisions. Instead of asking, for example, what
the mean assessed value of an gpartment inamultistoried buildingis, onemay beinterested
in knowing whether or not the assessed val ue equal ssome particular value, say 80lakh.
Some other examples could bewhether anew drug ismore effective than theexisting
drug based on the sample data, and whether the proportion of smokersin aclassis
different from 0.30. The testing procedures are generally explained in any text on
statistics. Thetechnique hasfound applicationsin thefiel ds of economics, psychology,
sociology, businessand indudtry. It becomeshandy in Stuationswherewewant to compare
themeans of morethan two populations. R.A. Fisher devel oped the theory concerning
ANOVA. The basic principle underlying thetechniqueisthat the total variationinthe
dependent variable is broken into two parts—one which can be attributed to some specific
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causes and the other that may be attributed to chance. The onewhichisattributed to the
specific causesiscalled the variation between samplesand the one which isattributed
to chanceistermed asthe variation within samples.

6.1 UNIT OBJECTIVES

After going throughthisunit, youwill beableto:
- Describe hypothesisand steps of testing hypothesis
- Analyse parametric and non-parametric tests
- Evaluate the one-way and two-way ANOVA

6.2 HYPOTHESISTESTING

A hypothesisisan assumption or astatement that may or may not betrue. Thehypothes's
istested on the basisof information obtained from asample. Hypothesistestsarewidely
used in businessand industry for making decisions. Instead of asking, for example, what
the mean assessed value of an gpartment inamultistoried buildingis, onemay beinterested
in knowing whether or not the assessed val ue equal s some particular value, say X 80
lakh. Some other examples could be whether a new drug is more effective than the
existing drug based on the sampl e data, and whether the proportion of smokersinaclass
isdifferent from 0.30. Thetesting procedures are generally explained in any text on
statistics. For the sake of revision, below are listed some conceptsthat are useful for
carrying out atesting of hypothesisexercise.

Null hypothesis: The hypothesesthat are proposed with theintent of receiving
arejection for them are called null hypotheses. Thisrequiresthat we hypothesize the
opposite of what isdesired to be proved. For example, if wewant to show that salesand
advertisement expenditure arerelated, we formulate the null hypothesisthat they are
not related. Similarly, if wewant to concludethat the new salestraining programmeis
effective, weformulatethe null hypothesi sthat the new training programmeisnot effective,
and if wewant to provethat the average wages of skilled workersintown 1isgreater
than that of town 2, we formulate the null hypothesesthat thereisno differenceinthe
average wages of the skilled workersin both thetowns. Sincewe hypothesizethat sales
and advertisement are not related, new training programmeis not effective and the
average wages of skilled workersin both thetownsare equal, we call such hypotheses
null hypotheses and denotethemasH,.

Alter native hypotheses: Rejection of null hypotheses|eadsto the acceptance
of alternative hypotheses. Theregjection of null hypothes sindicatesthat therelationship
between variables(e.g., salesand advertisement expenditure) or the difference between
means (e.g., wages of skilled workersin town 1 and town 2) or the difference between
proportionshave setigtica 9gnificanceand the acceptance of thenull hypothesesindicates
that these differencesare dueto chance. Asalready mentioned, the alternative hypotheses
specify that values/rel ation which the researcher believes hold true. The alternative
hypotheses can cover awholerange of valuesrather than asinglepoint. Theaternative
hypotheses are denoted by H..

One-tailed and two-tailed tests: A testiscalled one-sided (or one-tailed) only
if thenull hypothesisgetsrejected when avalue of thetest satistic fallsin one specified
tail of thedigtribution. Further, thetest iscalled two-sded (or two-tailed) if null hypothess



getsrejected when avalue of thetest statistic fallsin either one or the other of thetwo
tailsof itssampling distribution. For example, consider asoft drink bottling plant which
dispenses soft drinks in bottles of 300 ml capacity. The bottling is done through an
automatic plant. An overfilling of bottle (liquid content more than 300 ml) meansahuge
lossto the company giventhelarge volume of sales. An underfilling meansthe cusomers
are getting lessthan 300 ml of the drink when they are paying for 300 ml. Thiscould
bring bad reputation to the company. The company wantsto avoid both overfilling and
underfilling. Therefore, it would prefer to test the hypothesiswhether the mean content
of the bottlesisdifferent from 300 ml. Thishypothesiscould bewritten as:

H : m=300ml.

0

H, : m300ml.

1

The hypotheses stated above are call ed two-tail ed or two-si ded hypotheses.
However, if the concernisthe overfilling of bottles, it could be stated as:
H : m=300ml.

0

H, : m>300ml.

1
Such hypothesesare called one-tailed or one-sided hypothesesand theresearcher
would beinterested in the upper tail (right hand tail) of the distribution. If however, the
concernislossof reputation of the company (underfilling of the bottles), the hypothesis
may be stated as:

H : m=300ml.

0

H, : m<300ml.

1
The hypothesis stated above is also called one-tailed test and the researcher
would beinterested inthelower tail (Ieft handtail) of the distribution.

At this stage we advice the reader to turn to the descriptive and relational
hypotheses narrated in statement form and reduce themto astatistical H aswell asthe
corresponding alternative hypothesesasH,.

Typel and typell error: Theacceptance or rejection of ahypothesisisbased
upon sampleresultsand thereisalwaysaposs bility of samplenot being representative
of the population. This could result in errors as a consequence of which inferences
drawn could bewrong. Thesituation could be depicted asgivenin Figure 6.1.

Accept Hy Reject Hg

SMLOCE Correct decision Type 1 Error

Ho Fase Typell Error Correct decision

Fig. 6.1 Typel and Typell Errors

If null hypothesisH istrue and is accepted or H, when fase is rejected, the
decisioniscorrectin either case. However, if the hypothesisH isrejected whenitis
actualy true, theresearcher iscommitting what iscalled aType| error. The probability
of committing a Type | error is denoted by alpha(a). Thisistermed asthe level of
sgnificance. Similarly, if thenull hypothesisH, when falseisaccepted, theresearcher is
committing an error called Typell error. The probability of committingaTypell error is
denoted by beta (b). The expression 1 —b iscalled power of test.
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6.2.1 Steps in Testing of Hypothesis Exercise

Thefollowing stepsarefollowed intesting of ahypothess:

Setting up of ahypothesis: First step isto establish the hypothesisto be tested.
Asitisknown, these statistical hypothesesare generally assumptions about the val ue of
the popul ation parameter; the hypothesisspecifiesasingle value or arange of valuesfor
two different hypotheses rather than constructing a single hypothesis. These two
hypotheses are generally referred to asthe (1) null hypotheses denoted by H and (2)
aternative hypothesisdenoted by H, .

Thenull hypothesisisthe hypothesi sof the popul ation parameter taking aspecified
value. In case of two populations, thenull hypothesisisof no difference or the difference
taking aspecified value. The hypothesisthat isdifferent from the null hypothesisisthe
alternative hypothesis. If the null hypothesis H is rejected based upon the sample
information, the alternative hypothesisH, isaccepted. Therefore, the two hypotheses
are constructed in such away that if oneistrue, the other oneisfalseand viceversa
There can also be situations where the researcher is interested in establishing the
rel ationship between any two variables. In such acase, anull hypothesisisset asthe
hypothesis of no relationship between those two variables; whereas the alternative
hypothesisisthe hypothesisof the rel ationship between variables. Theregjection of the
null hypothesi sindicatesthat the differences/relationship have astatistical significance
and the acceptance of the null hypothesis meansthat any difference/relationshipisdue
to chance.

6.2.2 Significance Level as Confidence Level

Setting up of asuitable significancelevel: The next stepinthetesting of hypotheses
exerciseisto choose asuitablelevel of significance. Thelevel of significance denoted
by aischosen beforedrawing any sample. Thelevel of significance denotesthe probability
of rglecting the null hypothesiswhenitistrue. Thevalue of avariesfrom problemto
problem, but usually it istaken aseither 5 per cent or 1 per cent. A 5 per cent level of
significancemeansthat thereare 5 chancesout of hundred that anull hypothesiswill get
rejected when it should be accepted. This means that the researcher is 95 per cent
confident that aright decision hasbeentaken. Therefore, it isseen that the confidence
with which aresearcher rejects or acceptsanull hypothesisdependsuponthelevel of
significance. When the null hypothesisisrejected at any level of significance, thetest
result issaid to be significant. Further, if ahypothesisisrejected at 1 per cent level, it
must also berejected at 5 per cent significancelevel.

Deter mination of atest statistic: The next step isto determineasuitabletest
statistic and itsdistribution. Aswould be seen later, thetest statistic could bet, Z, c? or
F, depending upon various assumptionsto be discussed | ater in the book.

Deter mination of critical region: Beforeasampleisdrawn from the population,
it isvery important to specify the values of test statistic that will lead to rejection or
acceptance of thenull hypothesis. The onethat leadsto the rejection of null hypothesis
iscaledthecritical region. Givenaleve of significance, a, theoptimal critical regionfor
atwo-tailed test consistsof that a/2 per cent areain theright hand tail of the distribution
plusthat a/2 per cent intheleft handtail of thedistribution wherethat null hypothesisis
rejected. Therefore, establishing a critical region is similar to determininga 100 (1-a)
per cent confidenceinterval.



Computing thevalue of test-statistic: The next step isto compute the value
of thetest stati stic based upon arandom sample of size n. Oncethevalue of test statistic
iscomputed, one needsto examine whether the sampleresultsfall inthecritical region
or inthe acceptanceregion.

M aking decision: The hypothesismay beregjected or accepted depending upon
whether the value of the test statistic fallsin the rejection or the acceptance region.
Management decisions are based upon the statistical decision of either rejecting or
accepting thenull hypothesis.

If the hypothesisisbeing tested at 5 per cent level of significance, it would be
rejected if the observed results have aprobability lessthan 5 per cent. In such acase,
the difference between the sampl e stati ti c and the hypothesized popul ation parameter
isconsidered to be significant. On the other hand, if the hypothesisis accepted, the
difference between the sample statistic and the hypothesi zed popul ation parameter is
not regarded as significant and can be attributed to chance.

6.2.3 Concept of Degrees of Freedom

In statistics, the number of degrees of freedom isthe number of valuesin the final
calculation of agtatistic that arefreeto vary. The number of independent ways by which
adynamic system can move without violating any constraint imposed onit, iscalled
degreeof freedom. In other words, the degree of freedom can be defined asthe minimum
number of independent coordinatesthat can specify the position of the system compl etely.

Estimates of statistical parameters can be based upon different amounts of
information or data. The number of independent piecesof information that go into the
estimate of a parameter is called the degrees of freedom. In general, the degrees of
freedom of an estimate of aparameter isequal to the number of independent scoresthat
gointo the estimate minusthe number of parameters used asintermediate stepsinthe
estimation of the parameter itself (i.e., the samplevariance hasN-1 degrees of freedom,
sinceit iscomputed from N random scores minusthe only 1 parameter estimated as
intermedi ate step, which isthe sample mean).

Mathematically, ‘Degrees of Freedom’ is the number of dimensions of the domain
of a random vector, or essentially the number of ‘free’ components, i.e., how many
components need to be known beforethe vector isfully determined. Thetermismost
often used inthe context of linear model s (linear regression, analysisof variance), where
certain random vectors are constrained to liein linear subspaces, and the number of
degreesof freedomisthe dimension of the subspace. The degreesof freedom area so
commonly associated with the squared lengths or ‘sum of squares’ of the coordinates of
such vectors, and the parameters of *Chi-squared’ and other distributions that arise in
associated Statistical testing problems.

Notation

Inequations, thetypical symbol for degreesof freedomisn (lowercase Greek | etter nu).
Intext and tables, the abbreviation “df” is commonly used. R.A. Fisher used nto symbolize
degreesof freedom (writing n¢for sample size) but modern usagetypically reservesn
for samplesize.
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Residuals

A common way to think of degrees of freedom isasthe number of independent pieces
of information availableto estimate another piece of information. More concretely, the
number of degreesof freedom isthe number of independent observationsin asample of
datathat areavail ableto estimate aparameter of the popul ation from which that sample
isdrawn. For example, if we have two observations, when cal culating the mean we
have two i ndependent observations; however, when cal culating the variance, we have
only oneindependent observation, sincethe two observationsare equally distant from
themean.

Infitting statistical modelsto data, the vectorsof resduasareconstrainedtoliein
aspaceof smaller dimens on than the number of componentsin thevector. That smaller
dimensionisthe number of degreesof freedom for error.

Linear Regression
Perhapsthe smplest exampleisthis. Suppose

X X

1o X,
arerandom variables each with expected valuem and let
g =Xt t X,

" n
be the “sample mean.” Then the quantities
X - X,

are residuals that may be considered estimates of the errors X — m The sum of the
residuals (unlike the sum of theerrors) isnecessarily 0. If oneknowsthe valuesof any
n—1 of the residuals, one can thus find the last one. That means they are constrained to
lieinaspaceof dimension n— 1. One says that “there are n— 1 degrees of freedom
forerrors.”

Anonly dightly lesssmpleexampleisthat of least squaresestimation of aand b
inthemodel

Y, =a+bx +¢ fori=1...,n

where x aregiven, but e and hence Y, arerandom. Let 3 and  bethe |east-
squares estimates of aand b. Thentheresiduals

g =y - (a+bx)

are constrained to liewithin the space defined by the two equations

g+...+e =0,

xg+...+xe =0.
One saysthat there are n — 2 degrees of freedom for error.

Note about notation: the capital letter Y isused in specifying the model, while
lower-caseyin thedefinition of theresiduals; that isbecausetheformer are hypothesized
random variablesand the | atter are actual data.



We can generalizethisto multipleregressoninvolvingp parametersand covariates
(e.g., p— 1 predictors and one mean), in which case the cost in degrees of freedom of
thefitisp.

Degrees of Freedom of a Random Vector

Geometrically, the degrees of freedom can beinterpreted asthe dimension of certain
vector subspaces. Asastarting point, suppose that we have asampl e of nindependent
normally distributed observations,

Thiscan berepresented asan n-dimensional random vector:
Xy
Xn
Sincethisrandom vector canlieanywherein n-dimensional space, it hasn degrees
of freedom.

Now, let ¥ bethe sample mean. The random vector can be decomposed asthe
sum of the sample mean plusavector of resduals:

Xy 1 X, - X

b. 1 X,-X

Thefirst vector ontheright-hand sideisconstrained to be amultiple of the vector
of 1’s, and the only free quantity is ¥. It therefore has 1 degree of freedom.

The second vector is constrained by the relation Z(Xi — X) =0, Thefirgt

i=1
n— 1 components of this vector can be anything. However, once you know the first
n— 1 components, the constraint tells you the value of the nth component. Therefore,
thisvector hasn— 1 degrees of freedom.

Mathematically, thefirst vector isthe orthogonal, or | east-squares, projection of
the data vector onto the subspace spanned by the vector of 1’s. The 1 degree of freedom
isthedimens on of thissubspace. Thesecond residua vector istheleast squaresprojection
onto the (n— 1)-dimensional orthogonal complement of this subspace, and has n—1
degreesof freedom.

In statistical testing applications, often one isn’t directly interested in the component
vectors, but rather intheir squared lengths. In the example above, the residual sum-of-
squaresis

— 112

- Xi— X

Z(Xé_)?)gz ;
i X, — X

If the data points X ;are normally distributed with mean 0 and variance s, then
theresidual sum of squareshasascaled chi-sgquared distribution (scaled by the factor
s?), with n—1 degrees of freedom. The degrees of freedom, here a parameter of the
distribution, can still beinterpreted asthe dimens on of an underlying vector subspace.
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Likewise, the one-samplet-test statistic,
V(X — po)
> (X = X (n 1)

follows a Student’s t distribution with n — 1 degrees of freedom when the
hypothes zed mean my iscorrect. Again, the degrees of freedom arisesfrom theresidual
vector in thedenominator.

Degrees of Freedom in Linear Models

The demongtration of thet and chi-squared distributionsfor one-sample problemsabove
isthe simplest example where degrees of freedom arise. However, similar geometry
and vector decompositionsunderlie much of thetheory of linear models, including linear
regression and anaysisof variance. An explicit exampl e based on comparison of three
meansis presented here; the geometry of linear model sisdiscussed in more complete
detail by Christensen (2002).

Supposeindependent observationsare made for three populations X | . . . | Xn
b, T y,andZ,..., Z,,. Therestriction to three groups and equal sample sizes
smplifiesnotation, but theideasare easily generalized.

The observations can be decomposed as.
=M+ (Y -M)+(Y;-7)
where X YV Z are the means of the individual samples, and

M = (X +Y + Z)/3 isthe mean of al 3n observations. In vector notation this
decomposition can bewritten as.

% 1 X-M K i
x| || |x-w| |x-x
Y, 1 Y-M V¥
Y, 1 Y-M ) S
Z 1 Z—-M Zi—Z
&z 1 Z-M B e

The observation vector, on theleft-hand side, has 3n degrees of freedom. Onthe
right-hand side, thefirst vector has one degree of freedom (or dimensi on) for the overall
mean. The second vector depends onthreerandomvariables ¥ _ j7. v _ j7.and
7 — 7] - However, these must sum to 0 and so are constrained; the vector therefore
must liein a2-dimensional subspace, and has 2 degreesof freedom. Theremaining 3n
— 3 degrees of freedom are in the residual vector (made up of n— 1 degrees of freedom
within each of the populations).



Sum of Squares and Degrees of Freedom

In statistical testing problems, oneusually isnot interested in the component vectors
themselves, but rather in their squared lengths, or Sum of Squares. The degrees of
freedom associated with asum-of -squaresisthe degrees of freedom of the corresponding
component vectors.

The three-population example above is an example of one-way Analysis of
Variance. Themodel, or treatment, sum-of-squaresisthe squared length of the second
vector,

S8Tr =n(X = MP?+n(Y - M)*+ n(Z - M)?
with 2 degreesof freedom. Theresidual, or error, sum-of-squaresis

SSE =Y (X~ XY+ Y (6~ V) + (%~ 27
i=1 i=1 i=1
with 3(n-1) degreesof freedom. Of course, introductory booksonANOVA usually
state formulae without showing the vectors, but it isthisunderlying geometry that gives
riseto SSformulae, and showshow to unambiguoudy determinethe degreesof freedom
inany givensituation.

Under the null hypothesis of no difference between population means (and
assuming that ssandard ANOVA regul arity assumptions are sati fi ed) the sumsof squares
have scaled chi-squared distributions, with the corresponding degrees of freedom. The
F-test satisticistheratio, after scaling by the degreesof freedom. If thereisno difference
between popul ation meansthisratio followsan F distribution with 2 and 3n— 3 degrees
of freedom.

Degrees of Freedom Parametersin Probability Distributions

Several commonly encountered statistical distributions (Student’s t, Chi-Squared, F) have
parameters that are commonly referred to as degrees of freedom. This terminology
smply reflectsthat in many applicationswhere these distri butions occur, the parameter
correspondsto the degreesof freedom of an underlying random vector, asin the preceding
ANOVA example. Another smpleexampleis: if X;;i =1 n are independent
normal (., g?-) random variables, the statistic

followsachi-squared distribution with n-1 degrees of freedom. Here, the degrees
of freedom arisesfrom theresidual sum-of-squaresin the numerator, and in turnthen-
1 degrees of freedom of the underlying residual vector { X; — X }.

Inthe application of these distributionsto linear models, the degrees of freedom
parameters can takeonly integer values. The underlying familiesof distributionsallow
fractional values for the degrees of freedom parameters, which can arise in more
sophisticated uses. One set of exampl esis problemswhere chi-sguared approximations
based on effective degreesof freedom are used. In other applications, such asmodelling
heavy-tailed data, at or F distribution may be used as an empirical model. In these
cases, there is no particular degrees of freedom interpretation to the distribution
parameters, even though the terminol ogy may continueto be used.
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Effective Degrees of Freedom

Many regression methods, including ridge regression, linear smoothersand smoothing
splinesare not based on ordinary |east squares projections, but rather on regularized
(generalized and/or penalized) |east-squares, and so degrees of freedom defined interms
of dimensonality isgenerally not useful for these procedures. However, these procedures
aredtill linear in the observations, and thefitted val ues of theregression can be expressed
intheform

y = Hy,

where y isthevector of fitted valuesat each of the original covariate valuesfrom
thefitted model, y isthe original vector of responses, and H isthe hat matrix or, more
generally, smoother matrix.

For statistical inference, sums-of-squares can gill beformed: the model sum-of -
squaresis|| Hy||*; theresidual sum-of-squaresis||y — Hy||?. However, because H
doesnot correspond to an ordinary |east-squaresfit (i.e. isnot an orthogonal projection),

these sums-of-sgquares no longer have (scaled, non-central) chi-squared distributions,
and dimensionally defined degrees of freedom are not useful.

The effective degrees of freedom of the fit can be defined in various waysto
implement goodness of fit tests, cross-validation and other inferential procedures. Here
one can distinguish between regression effective degrees of freedom and residual
effective degrees of freedom.

Regression Effective Degrees of Freedom

Regarding the former, appropriate definitions can include the trace of the hat matrix,
tr(H), thetrace of the quadratic form of the hat matrix, tr(H#), theformtr(2H - H H9),
or the Satterthwaite approximation, tr(H¢H)%/tr(HEHHAH). Inthe case of linear regression,
the hat matrix H is X(XdX)*X ¢ and al these definitionsreduceto the usual degrees of
freedom. Noticethat

tr(H) = Zhﬁ = Z gia

i.e., the regression (not residual) degrees of freedom in linear models are ‘the
sum of the sensitivities of the fitted values with respect to the observed response values’.

Residual Effective Degrees of Freedom

There are corresponding definitions of residual effective degrees of freedom (redf),
with H replaced by | — H. For example, if thegoal isto estimate error variance, theredf
would bedefined astr((l — H)€l — H)), and theunbiased estimateis(with# = y — Huy),

5 7]
( —HYT - )’
or

2 _ 712 _ [

" 712

n—tr(2H — HH') n—2tr(H) + tr(HH") ~ n—125tr(H) + 0.5’

Thelast approximation above reducesthe computational cost from O(n?) to only
O(n). In genera the numerator would bethe objectivefunction being minimized; e.g., if
the hat matrix includes an observation covariance matrix, S, then|| |2 becomes z/s2—1 1.




Other Formulations

Notethat unlikeintheoriginal case, non-integer degreesof freedom are allowed, though
thevalue must usually still be constrained between 0 andn.

Consider, asan example, thek-nearest neighbour smoother, whichistheaverage
of the k nearest measured val uesto the given point. Then, at each of the n measured
points, the weight of the original value on the linear combination that makes up the
predicted valueisjust 1/k. Thus, the trace of the hat matrix is n/k. Thusthe smooth
costs n/k effective degrees of freedom.

Asanother example, consider the existence of nearly duplicated observations.
Naiveapplication of classical formula, n—p, wouldlead to over-estimation of theresiduals
degree of freedom, asif each observation wereindependent. Morerealistically, though,
the hat matrix H = X(X ¢S* X)X ¢S would involve an observation covariance
matrix S indicating the non-zero correl ation among observations. The more general
formulation of effective degree of freedomwould resultinamoreredistic estimatefor,
e.g., theerror variance s2.

Similar concepts are the equivalent degrees of freedom in non-parametric
regression, the degree of freedom of signal in atmospheric studies, and the non-integer
degree of freedom in geodesy.

Alternative

Theresidual sum-of-squares||y — Hy| |?- hasageneralized chi-squared distribution,
and thetheory associated with thisdistribution providesan dternativerouteto theanswers
provided above.

6.2.4 Test Statistic for Testing Hypothesis about Population Mean

Inthissection, wewill take up thetest of hypothesisabout popul ation mean in acase of
single popul ation and the difference between the two meansfor two popul ations.

Oneof theimportant thingsthat haveto be kept in mindisthe use of an appropriate
test statistic. In casethe samplesizeislarge (n > 30), Z statistic would be used. For a
small samplesize (n £ 30), afurther question regarding the knowledge of population
standard deviation (s) isasked. If the population standard deviation s isknown, aZ
statistic can be used. However, if s isunknown and isestimated using sample data, at
test with appropriate degrees of freedom isused under the assumptionthat thesampleis
drawn from anormal population. It isassumed that the readers have the knowledge of
Z andt digtribution fromthe course on Satistics. However, thesewould bebriefly reviewed
at the appropriate place. Table 6.1 summarizesthe appropriateness of thetest statistic
for conducting atest of hypothesisregarding the popul ation mean.

Table 6.1 Appropriateness of Test Satistic in Testing Hypotheses about Means

Sample Size K now! edge of Population Standard Deviation (s)
Known Not Known

Lage(n>30) Z Z

Small (n £ 30) Z t

6.2.5 Test Concerning Means — Case of Single Population

Inthissection, anumber of illustrationswill betaken up to explainthetest of hypothesis
concerning mean. Two casesof large sample and small sampleswill be taken up.
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Case of large sample

Asmentioned earlier, in case the sample size nislarge or small but the value of the
popul ation standard deviationisknown, aZ testisappropriate. There can be alternate
casesof two- tailed and one-tail ed tests of hypotheses. Correspondingtothenull hypothesis
H, : m=m, thefollowing criteriacould be formul ated asshownin Table 6.2.

Table 6.2 Criteria for Accepting or Rejecting Null Hypothesis under Different
Cases of Alternative Hypotheses

S.No. Alternative Hypothesis Reject the Null Accept the Null
Hypothesis if Hypothesis if
1. m< m Z<-27Z,4 23 -7,
2. m> m Z>7, ZEZy
3. mt m Z<~Zyp ~ZupEZEZy,
Or
Z> Za/z
Thetest statisticisgiven by,
722" o
S
Jn
Where,
X = Samplemean
s = Populationsandard deviation
M, = Thevalue of munder the assumption that the null hypothesisistrue
n = Szeofsample

If the population standard deviation s isunknown, the sample standard deviation

s= /ié\(x-i)2
n-1

isused asan estimate of s. It may be noted that Za and Z,, are Z values such
that the areato theright under the standard normal distributionisa and a/2 respectively.
Below are solved exampl es using the above concepts.

Example6.1: A sampleof 200 bulbs made by acompany givealifetime mean of 1540
hourswith astandard deviation of 42 hours. Isit likely that the sample hasbeen drawn
from apopul ation with amean lifetime of 1500 hours?You may use 5 per cent level of
significance.

Solution:

Inthe above exampl e, the sample sizeislarge (n =200), samplemean ( X ) equals 1540

hoursand the sample standard deviation (s) isequal to 42 hours. Thenull and aternative
hypotheses can bewritten as:

H : m = 1500hrs

0

H,  : m 1 1500hrs

1
Itisatwo-tailed test with level of significance (a) to beequal to 0.05. Sincenis
large (n> 30), though popul ation standard deviation s isunknown, onecan use Z test.



Thetest stetisticsare given by: Test of Significance and
— Analysisof Variance (ANOVA)
722" Mo
s
X

Where, m, = Value of munder the assumption that the null hypothesisistrue NOTES

® = Estimated standard error of mean

S s _ 42 _
n

- $=>2 =-2=-_"¢ =297
Herem,, = 1500, & NN
(Notethat § isestimatedvalueof s.)

Z_Y- My, 1540- 1500 _ 40
s 207 297

Jn

Thevalueof a =0.05and sinceitisatwo-tailed test, thecritical value Zisgiven
by-Z_,and Z_, whichcould be obtained as per the standard normal table:

=13.47

Rejection Rejection
Region Region

Rejection Regions for Example 6.1

Sincethecomputed valueof Z =13.47 liesintheregection region, thenull hypothes's
isrejected. Therefore, it can be concluded that the averagelife of the bulbissignificantly
different from 1500 hours.

Alternative Approach to the Test of Hypothesis

Thereisan aternative approach called probability approach or smply p va ue approach
totest the hypothesis. Under this approach, the researcher doesnot haveto refer to Z
tableto determinethecritical vaue. Referringto Example6.1, thep value can be cal cul ated
asfollows.

p=P(Z>13.47)+P(Z<-13.47)

We know that the problem is that of atwo-sided test and Z has a symmetric
digtribution, therefore,

p=2P(Z>13.47)=2x0=0
Now, thedecisonruleis
Reject H,if pfa

Accept H, ifp>a
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In thisexample, a = 0.05 and p valueislessthan a, so the null hypothesisis
rejected. Therefore, it may be noted that the same conclusionisarrived at and thereis
no needtolook at thecritical valueof Z asgiveninthedtatistical table. Thesedays, most
computer software like SPSS, EXCEL, SAS, MINITAB provide both the computed
value of test satistic and the corresponding p value. Please notethat the p value provided
thereisfor thetwo-sided test. In casethe problem isof aone-sided test, thereported p
valueisdivided by 2 to obtain the desired p value for the problem and then compared
withapha(a), thelevel of significanceso asto either accept or rgject the null hypothesis.
ThisispossiblesinceZ digtributionisasymmetrical distribution.

Example6.2: Onatyping test, arandom sample of 36 graduatesof asecretarial school
averaged 73.6 words with a standard deviation of 8.10 words per minute. Test an
employer’s claim that the school’s graduates average less than 75.0 words per minute
using the 5 per cent level of significance.

Solution:
H0 :m=7
H : m<7

1
X =73.6,5=8.10, n=36 and a = 0.05. Asthe sample sizeislarge (n > 30),
though popul ation standard deviation s isunknown, Z test isappropriate.

Thetest statisticisgiven by:

X - .75 -
S XMy _736-75_-14_ o,
§ 135 135

X

Sinceitisaone-tailed test and theinterestisintheleft hand tail of thedistribution,
the critical value of Z is given by — Z_=-1.645. Now, the computed value of Z lies in the
acceptance region, and the null hypothesisisaccepted as shown below:

Acceptance
Region

-1.04

Rejection
Region_; __4 645

Rejection Region for Example 6.2

Now, the same problem can beworked out using the p value approach.
p = P(Z<-1.04)

0.5-0.3508

0.1492 (From standard statistical table)



Sincethepvalueisgreater thana, thereisnot enough evidenceto reject thenull
hypothesis. Therefore, the average speed of the graduates of asecretarial school isnot
sgnificantly different from 75.00 words per minute. Therefore, theclaim of theemployer
isnot valid.

Example 6.3: It is known from past studies that the monthly average household
expenditureonthefood itemsin alocality isT 2700 with astandard deviation of X 160.
Aneconomist took arandom sample of 25 householdsfrom thelocality and found their
monthly household expenditure on food itemsto beX 2790.0. At 0.01 leve of significance,
can we concludethat the average househol d expenditure on thefood itemsisgreater
than 2700?

Solution:
H,: m= 2700
H, : m > 2700

1
X =2790,s =160, n=25,anda =0.01. It may be seen that although the sample
sizeissmall (n<30), but sincethe popul ation standard deviation isknown, Z test could
beapplied.
Thetest statisticisgiven by,

X - i
52 XMy, _2790- 2700 _90 _, o
s 32 32

Snceitisaone-tailedtest and theinterestisintheright handtail of thedistribution,
thecritical valueof Zisgivenby Z =Z  =2.33. Now, the computed value of Z liesin
theregectionregion, the null hypothesisisrejected as shown bel ow:

Rejection
Region

2 01=1288
Rejection Region for Example 6.3

Therefore, it can be concluded that the monthly average household expenditure
onfood itemsissgnificantly greater than 2700.

Now using the p value approach, we computeit as:

p = P(Z>281)
0.5-0.4975
0.0025 (From standard statistical table)

Test of Sgnificance and
Analysis of Variance (ANOVA)

NOTES

Self-Instructional Material 195



Test of Sgnificance and
Analysis of Variance (ANOVA)

NOTES

196 Sdf-Instructional Material

Sincethe p value of 0.0025islessthan 0.01, thereisenough evidenceto reject
H

o
Case of Small Sample

Incasethesamplesizeissmall (n £ 30) andisdrawn from apopulation havinganormal
population with unknown standard deviation s, at test isused to conduct the hypothesis
for thetest of mean. Thet distributionisasymmetrica distribution just likethe normal
one. However, t digtributionishigher at thetail and lower at the peak. Thet distribution
isflatter than the normal distribution. With anincreasein the sample size (and hence
degreesof freedom), t distribution losesitsflatnessand approachesthenorma ditribution
whenever n> 30. A comparative shape of t and normal distributionisgiveninFigure6.2.

I distribution P IS Z distribution

Fig. 6.2 Shape of t and Normal Distribution

The procedurefor testing the hypothesisof ameanissimilar to what isexplained
inthe case of large sample. Thetest statistic used inthiscaseis:

_X' My
tn-l_ a__

X

. S
Where, Sy = n (where s= Sample standard deviation)

n—1=degrees of freedom

A few examples pertaining to ‘t’ test are worked out for testing the hypothesis of
meanin case of asmall sample.

Example 6.4: A sample of 16 graduating engineering students of acollege wastaken
and theinformation was obtained on their starting salary. The mean monthly starting
salary wasfound to beX 30,200 with astandard deviation of ¥ 960. The past dataonthe
darting salary hasgivenamean value of X 30,000. Using a5 per cent level of significance,
canwe concludethat the average starting salary isdifferent from ¥ 30,000?

Solution:
H : m= 30000

0

H, : m?® 30000

1
X =30,200,s=960, n=16and a = 0.05. Asthesamplesizeissmall (n<30), and
population standard s isunknown, one may use at test to examine the hypothesisin
question.



Thetest statigticisgivenby:

X- My, _X- My, _30,200- 30,000

T T %0
Jn V16
~2004_800_qq
960 960

Sinceitisatwo-tailed test, thecritical value of t with 15 degreesof freedomis
givenby-t ,=-2.131andt_,=2.131. These could be obtained fromthet distribution
table. It is seen from the curve given below that the computed value of t liesin the
acceptanceregion.

Rejection
Region

Rejection
Region

Acceptance
Region

t = 2.131 t=2.131

025 025

Rejection Regions for Example 6.4

Therefore, thereisnot enough evidenceto reject the null hypothesis. Hence, the
average salary of graduating engineering studentsis not statistically different from
% 30,000 at 5 per cent level of significance.

For the p value approach, we examine the level of significance at which the

computed value of t = 0.83 with 15 degreesof freedomfalls. It isseen that thepvalue
will bemorethan 10 per cent. Thisvalue of pisgreater thanthevaueof a =0.05. This
meansthat the null hypothesisisaccepted.
Example 6.5: Prices of share (inX) of acompany on the different daysin a month
werefound to be 66, 65, 69, 70, 69, 71, 70, 63, 64 and 68. Examine whether the mean
price of shares in the month is different from 65. You may use 10 per cent level of
significance.

Solution:
H, :m = 6
H :m 1 6

1
Sincethesamplesizeisn= 10, whichissmall, and the sample standard deviation
isunknown, the appropriate test inthiscasewould bet. First of al, weneed to estimate

thevalue of samplemean ( X ) and the sample standard deviation (s). It isknown that
the sample mean and the standard deviation are given by thefollowing formula
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n n-1
The computation of ¥ and sisshownin Table6.5.
NOTES P X
aX 675
A X = Y= ——~=——=675
&X=675 X ="~

a(X- X)?2 =705

1

—, 705
2= —— 8(X- X)?=""=7.83
S n-l( ) 9
s=./7.83=2.80

Table 6.3 Computation of Sample Mean and Sandard Deviation

S.No.| X |x_x|(X=x%)
1 | 66 | —15]| 225
2 | 65 | —25| 6.25
3 | e9 | 15 | 225
4 | 70| 25 | 625
5 | 69 | 15 | 225
6 | 71 | 35 | 12.25
7 | 70 | 25 | 625
8 | 63 | —45 | 2025
9 | e4 | =35 | 12.25
10 | 68 | 05 | 0.25

Total | 675 | © 70.5

Thetest Statigticisgivenby:

_X-my _X-my _67.5-65_25 10

t. .= =
s s 2.8 2.8
Jn V10

=25x%3.16/2.8=7.91/2.8=2.82

Thecritical valuesof t with 9 degrees of freedom for atwo-tailed test are given
by —1.833 and 1.833. Since the computed value of t lies in the rejection region (see
figure below), the null hypothesesisrejected.
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Rejection Reje_ction
Region Reg|lon
1.833 1.833 ' 2.82

Rejection Region for Example 6.5

Therefore, the average price of the share of the company isdifferent from 65.

Thisproblem could a so be solved using the p val ue approach asexplainedinthe
previous example. It is left to the readers to verify the conclusion using these two
approaches.

Example6.6: Theresultsof ahousehold survey indicated that asample of 20 households
bought an average of 75 litresof milk per month with astandard deviation of 13.0litres.
Test the hypothes sthat the val ue of the population meanis70litresagaing thealternative
that itismorethan 70 litres. Use 0.05 level of significance.

Solution:
H,: m= 70
H :m>T70

1

X =75,5=13.0,n=20, a =0.05. Thisisthe problem of aone-tailed test. The

popul ation standard devi ation isunknown and thesamplesizeissmall (n< 30). Therefore,
at test would be appropriate. Thetest statisticisgiven by:

X-my X-my 75-70_ 5

t, = = => 172
" s s/dn 0 13 201
J20
& d 13 0
= — = =201
€ dh V20 g

Thecritical value of t with 19 degrees of freedom for aone-tailed test isgiven by
1.729 (asper standard statistical table). Asthe computed value of t liesinthe acceptance
region, as shown in the figure below, the null hypothesisis accepted. Therefore, the
average purchase of milk inahousehold per monthisnot significantly different from 70
litres.
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Rejection
Region

Sample Value
t=1.72

Acceptance
Region

t,=1.729

a

Rejection Region for Example 6.6

6.3 TEST INVOLVING ONE POPULATION AND TWO
POPULATION MEANS

So far we have been concerned with the testing of means of a single population. We
took up the cases of both largeand small samples. It would beinteresting to examinethe
difference between the two popul ation means. Again, various caseswould be examined
asdiscussed below:

6.3.1Z Test (Case of Large Sample)

In case both the sample sizesare greater than 30, aZ test isused. The hypothesisto be
tested may bewritten as:

Hyo-m =m
Hotm *t m
Where,

m = Meanof population1
m = Meanof population2
The aboveisacaseof two-tailed test. Thetest statisticused is:

= (X1- X2)- (M- m)Hg
sf,s?
ng Ny

X, = Meanof sampledrawn from population 1

Mean of sampledrawn from population 2

Sizeof sampledrawn from population 1
Size of sampledrawn from population 2

X
r]l
r]2
If s,and s, areunknown, their estimatesgivenby s, and s, are used.

R 1 ny _
S, =517 | ——8 (Xgi- X1)?
N1-1j=1



1 n
g TS27 —a (Xai- X2)?
2 N2-1jm

The Z value for the problem can be computed using the above formula and
compared with thetable valueto either accept or reject the hypothesis. Let usconsider
thefollowing problem:

City SampleMean Hourly | Standard Deviation of SampleSize
Earnings Sample
Anmbala Cartt X895(%,) 0.40 (sy) 200 (ny)
L ucknow ¥9.10(x,) 0.60 (s2) 175 ()

Example6.7: A study iscarried out to examine whether the mean hourly wages of the
unskilled workers in the two cities—Ambala Cantt and Lucknow are the same. The
random sampleof hourly earningsin both the citiesistaken and theresultsare presented
intheaboveTable.

Using a5 per cent level of significance, test the hypothesisof no differenceinthe
average wages of unskilled workersinthetwo cities.

Solution: We use subscripts 1 and 2 for Ambala Cantt and Lucknow respectively.
H,: m=m ® m-m=0
H :mim ® m-m*0
Thefollowing survey dataisgiven:
X1=8.95, X2 =9.10,s, = 0.40,s, = 0.60,n; = 200,n, =175,a =0.05

Since both n,, n, are greater than 30 and the sample standard deviations are
given, aZ test would be appropriate.

Thetest statigticisgivenby:
7= (X1- X2)- (m - mp)Hy

2 2
sf s

St ,S2
n Ny

As s,, s, areunknown, their estimateswould be used.

S =s,,S,=5,

2

8,82, |04° (O 6) = /0.0028 = 0.0053
n, nz 200

_ (8.95- 9.10)- 0_
0.053

Astheproblemisof atwo-tailed test, thecritical valuesof Z at 5 per cent level of
significance are givenby-Z_,=-1.96and Z_,,=1.96. The sample value of Z=-2.83
liesintherejection region asshown inthefigure bel ow:

-2.83
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Rejection
Region

Sample Rejection
Value  Region

/

283 196 1.96
Rejection Regions for Example 6.7

Therefore, the null hypothesisisreected and it may be concluded that thereisa
differencein the average wages of unskilled workersinthetwo cities. Let usrework
the same problem using the p value approach. Asit isknown that the problemisof a
two-tailed test, the p valueisgiven by:

p = P(Z<-2.83)+P(Z>2.83)
= 2P(Z>2.83)
= 2x(0.5-0.4977)
= 2x0.0023
= 0.0046
Asthevalueof pislessthana (0.05), thenull hypothesisisrejected. Similarly,
the problemson one-tail ed tests can be solved.
6.3.2 Case of Small Sample

If the size of both the samplesislessthan 30 and the popul ation standard deviationis
unknown, the procedure described above to discussthe equdity of two population means
isnot applicableinthe sensethat at test would be applicable under theassumptions:

(&) Two populationvariancesareequd.
(b) Two population variancesarenot equal.

Population Variances are Equal (F-Test)

If thetwo population variancesareequal, it impliesthat their respective unbiased estimates
arealso equal. In such acase, the expression becomes:

(Assuming §7 =85 =

Toget anestimate of 2, aweighted averageof s? and s3 isused, wherethe

weightsare the number of degrees of freedom of each sample. Theweighted average
is called a ‘pooled estimate’ of s2. Thispooled estimateisgiven by the expression:



g2 = (- DSt +(np - Ds;
ng+n,- 2

Thetesting procedure could be explained asunder:

H, :m=m P m-m=0

H :m*m P m-m?*0

Inthiscase, thetest statistic t isgiven by the expression:
t _ (X1- X2)- (m - mp)Hy

n1+n2-2— 1 l

S [—+—
n Ny

. (- Dsf +(my - s
S
Where \/ N +n,- 2

Oncethevalue of t statistic is computed from the sample data, it iscompared
with thetabul ated value at alevel of significancea to arrive at adecisionregarding the
acceptance or rgjection of hypothesis. Let uswork out aproblemillustrating the concepts
defined above.

Example 6.8: Two drugsmeant to providerelief to arthritis suffererswere produced in
two different laboratories. Thefirst drug wasadministered to agroup of 12 patientsand
produced an average of 8.5 hoursof relief with astandard deviation of 1.8 hours. The
second drug wastested on asample of 8 patients and produced an average of 7.9 hours
of relief with astandard deviation of 2.1 hours. Test the hypothesisthat thefirst drug
providesaggnificantly higher period of relief. Youmay use 5 per cent level of significance.

Solution: Let the subscripts 1 and 2 refer to drug 1 and drug 2, respectively.

Hy: m=m P m-m=0

H @ m*m P m-m*0

Thefollowing survey dataisgiven:

X1=85,X2=7.9,5,=1.85,=2.1,n, =12,n, =8,

Asbothn,, n, are small and the sample standard deviations are unknown, one
may use at test with the degrees of freedom=n, +n,-2=12+8-2=18df

Thetest Statisticsisgiven by:

. _ (X1- X2)- (m - mp)Hy

n1+n2-2 - ) 1 1

S|+
n Ny
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g = (- DSt +(ny - 3
ng+n,-2

:\/(12- 1(1.8)2 +(8- (2.1 :\/11’ 324+7 (4.4])

12+8- 2 18
35.64 +30.87 _ [66.61
= = =+/3.698 =1.92
\/ 18 \/ 18
Where = (85-7.9)-(0)_ 06
1op /1,1 1.9270.2083
12 8
06 _ 06 _jeqe

~1.92° 0.456 0.8755

Thecritical vaueof t with 18 degreesof freedomat 5 per cent level of significance
isgiven by 1.734. The samplevalue of t = 0.685 liesin the acceptance region asshown
infigurebelow:

Rejection
Region

Acceptance
Region

0.685
i)

tyos = 1.734

Sample
Value

Rejection Region for Example 6.8

Therefore, the null hypothesisis accepted as there is not enough evidence to
regject it. Therefore, onemay concludethat thefirgt drugisnot significantly moreeffective
than the second drug. The same answer could be obtained using ap value approach. It
isleft to the readersto verify the same.

When Population Variances are not Equal (Z-Test)
In case popul ation variances are not equal, the test statistic for testing the equality of
two popul ation meanswhen the size of samplesare small isgiven by:

p= (X X2)- (m - my)Ho

22 a2
S S

S, S2
ng  np




The degrees of freedom in such acaseisgiven by the expression:

.2
&7 550

8”1 Ny g

5 2 5 2
1 @6 1 @3
ng - 18n15 N, +18n25

df =

The procedurefor testing of hypothes sremainsthe same aswas discussed when
thevariances of two populationswere assumed to be same. L et usconsider an example
toillustratethe same.

Example 6.9: There were two types of drugs (1 and 2) that were tried on some
patientsfor reducing weight. There were 8 adults who were subjected to drug 1 and
seven adultswho were administered drug 2. Thedecreaseinweight (in pounds) isgiven
beow:

Drug1 10 8 12 14 7 15 13 11
Drug 2 12 10 7 6 12 11 12

Dothedrugsdiffer significantly in their effect on decreasing weight?'You may
use 5 per cent level of significance. Assumethat the variances of two populationsare
not same.

Solution:
Hy, - m=m
H, - m*m

L et uscompute the sample means and standard deviations of thetwo samplesas
showninTable6.4.

Table 6.4 Intermediate Computations for Sample Means and Standard Deviations

S.No. X4 X, XK1= Xq) | ka=Xp) | Ka= X1)? | (Ke= X5)?
1 10 12 -1.25 2 1.5625
2 8 10 -3.25 0 10.5625
3 12 7 0.75 -3 0.5625
4 14 6 2.75 -4 7.5625 16
5 7 12 —4.25 2 18.0625 4
6 15 11 3.75 1 14.0625
7 13 12 1.75 2 3.0625 4
8 11 -0.25 0.0625
Total 90 70 0 0 55.5 38
Mean 11.25 10

n, =38, n, =7,

% =2%1-90_ 14 o5 Yz-éiz:mzlo

n 8 nz 7
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> &(X1- X1)> 555
2 = =

s =7.93
n -1 7
o ~ - v 2
2 =a(X2- X2)” 38 _ o5
n-1 6
s? s3 _ [7.93 6.33
§- - = [PLy32 - 093,099 [599+0.90 =+/1.89 =1.37
X1- X2 n, Ny, 8 7
2 2 2
&, S20 a7.33 , 6.330
df _ gnl nzb _ g 8 7 E
1 &0 1 ®F0 1a9.33¢°  1a6.330°

—+ = D s —— ol
n-1&mg n,-1&n,p 78 8 8 68 7

_ 3314 _ 3314
0.12+0.136 0.12+0.136

=12.996 =13 (approx.)

p= (X X2)- (M- my)Ho

N
~11.25-10 _1.25
1.37 1.37

Thetablevalue (critical value) of t with 13 degrees of freedom at 5 per cent level
of significanceis given by 2.16. As computed t isless than tabulated t, thereis not
enough evidencetoreject H,.

6.3.3 Case of Paired Sample (Dependent Sample)

=0.912

Our discussion sofar wasconcentrated upon two independent samples. At times, however,
it makes sense to choose samplesthat are not independent of each other. In case of
dependent sampl es (paired sample), two observati ons are taken from each respondent
one prior to administering a treatment and the other after the treatment has been
adminigtered. For example, some customersmay be questioned on their perception about
aproduct and later on, atelevision commercia may be shown to them about the same
product. After seeing theadvertisement, they may again be questioned on their perception
about the product. Such asampleiscalled dependent or paired sampl e because on the
same respondent, two observations are taken—one prior to treatment and the other
after being subjected to treatment. The objective of doing this could be to examine
whether that perception has undergone a change after the subjects viewed the
advertisement, and if so, inwhat direction?

The use of dependent sample enablesusto perform amore preciseanaysisasit
allowsthe controlling of extraneous variables. The differenceisthat we convert the
problem from two samples to a one-sample problem. Suppose we are interested in
comparing two teaching methods on the basis of average scores obtained by the
management traineesdivided randomly into two equal Sizes, onetaught by each method.
After obtaining the scores by two methods, the null hypothesisof average scoresbeing
equal by two methodsiswritten as:



Hy © m=m

H @ m*m

Letm=m-m

Sincethe pair sample observationsare taken, the hypothesisisconverted to:
H,: m=0

H: m*0

This means that we want to test that the average difference in score is zero
against the alternative hypothesisthat it is not so. Here, d denotes the differencein
scoresby two methods:

Thetest statistic in such acase,

%‘m‘al

which follows a t distribution with n— 1 degrees of freedom,

ad
where, g = Mean of difference=

/o 32
S= Standard deviation of differences= %

N =Number of paired observationsin the sample

For agivenlevel of significancea, the computed t Satisticiscompared with the
tabulated (critical) t with n— 1 degrees of freedom to accept or reject the null hypothesis.
Let usconsder thefollowing example.

Example6.10: A company selectseight salesmen at random and their salesfiguresfor
the previous month are recorded. They then undergo atraining course devised by a
business consultant, and their salesfiguresfor the following month are compared as
shown in the table. Has the training course caused an improvement in the salesmen’s
ability?Youmay usea0.05 level of significance.

Previous Month 75 90 o] 95 100 20 70 64
Following Month 77 101 93 92 105 88 76 68

Solution: Let Pand F stand for the previous and the following months:

H,: m=0
H, : m>0
d=F-P,

Therequired computationsaregivenin Table6.5.
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Table 6.5 Intermediate Computations for Mean and Standard Deviation

S.No. P F d (d-d) (d-d)>?
1 75 77 2 -0.75 0.5625
2 90 101 11 8.25 68.0625
NOTES 3 94 93 -1 -3.75 14.0625
4 95 92 -3 -5.75 33.0625
5 100 105 5 2.25 5.0625
6 90 88 -2 -4.75 22.5625
7 70 76 6 3.25 10.5625
8 64 68 4 1.25 1.5625
Total 22 0 155.5
Mean 2.75
82d=22 g=29_-22_, ¢
8 8
I N2
5, =207 5555 55014 s=4a713
n-1
d-nd_(2.75- 0)V8 _(2.75° 2.828) _7.777
toq= = = = =1.650
.S 4.713 4.713 4.713

Jn

tabt (5 per cent) = 1.895

Ascomputed tislessthan tabulatedt, thereis not enough evidenceto reject H,.
Therefore, the training has not caused any improvement in the salesmen’s ability.

6.3.4 Tests Concerning Population Proportion

We have already discussed the tests concerning popul ation means. In the tests about
proportion, oneisinterested in examining whether the respondents possessa particular
attribute or not. For example, theinterest could bein the proportion of studentswho are
smokersor the proportion of consumerswho use aparticular brand of product or the
percentage of skilled employeesin acompany who are not satisfied with their present
job.

Wenotethat in the examples cited above, therandom variablein aquestionisa
binary one in the sense it takes only two values—Yes or No. As we know that either a
student isasmoker or not, aconsumer either usesaparticular brand of product or not
and lastly, askilled worker may be either satisfied or not with the present job. At this
stageit may berecalled that the binomia distributionisatheoretically correct distribution
to usewhiledealing with proportions. Further asthe sample sizeincreases, thebinomial
distribution approachesthe normal distributionin characteristic. To be pecific, whenever
both np and ng (where n =nnumber of trials, p= probability of successand g = probability
of failure) are at least 5, one can use the normal distribution as a substitute for the
binomial digtribution. Thetest of hypotheseswould be discussed in the case of singleand
two population proportions. We will take these casesone by one.

The case of single population proportion
Suppose we want to test the hypotheses,

Hy o P=P,
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H @ p!p,
For large sample, the appropriate test statistic would be:
_P- Py,

%

Z

Where, p =sampleproportion
P, = thevalue of p under the assumption that null hypothesisistrue

0, = Standard error of sample proportion
Thevaueof g iscomputed by using thefollowing formula

P-PH

— 0

Oy~ qﬁ

Where, q,,=1-p,,
=Samplesize
For agivenlevel of Sgnificancea, the computed value of Z iscompared withthe

corresponding critical values,i.e.Z_,or-Z_, to accept or reject the null hypothesis.
Wewill consider afew examplesto explain thetesting procedurefor asingle popul ation
proportion.

Example6.11: An officer of the health department claimsthat 60 per cent of themale
popul ation of avillage comprisessmokers. A random sample of 50 malesshowed that 35
of them were smokers. Arethese sampl e results consi stent with the claim of the health
officer?Usealevel of significance of 0.05.

Solution:
Samplesize(n)= 50

_ _x_35
ion=p=-=2>=0.70
Sampleproportion=p n 50
H, : p=0.60
H, : p>0.60

Thetest statigticisgivenby:

p-PH, 0.70- 0.60 _ 0.10

= =1.44
0.069 0.069

/=

S
p

E _ [ProTo :\/0.6' 0.4 =\/o.24 o 0692
& V' n 50 50 %

Itisaone-tailed test. For agivenlevel of significancea =0.05, thecritical value
of Zisgivenby Z =Z, . =1.645. Itisseenthat thesamplevalueof Z = 1.44liesinthe
acceptance region asshown below (see Figure below).
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Acceptance
Region

Rejection Region

(Sample Value)

P(Z>1.44)
05-P(0<Z<1.44)
0.5-0.4251

0.0749

P

Solution:
H,: p=0.65
H, : p*0.65
X = 74, n =100, p=X=T% _g7a,
n 100

_ P - P, _0.74- 0.65 _
U 0.0477

Z 1.89

100

asshowninthefigure below:
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1.44 Z,=1.645

Rejection Region for Example 6.11

Therefore, thereisnot enough evidenceto rej ect the null hypothesis. Soit canbe
concluded that the proportion of male smokersisnot statistically different from 0.60.

Using the p value approach, thep valuefor thisproblemisgiven by:

Sincethepvaueisgreater thana = 0.05, thenull hypothesisisaccepted. Therefore,
itisseenthat same conclusionisarrived at by using the p val ue approach.

Example 6.12: A food processing company wantsto know whether the proportion of
customerswho prefer the new packaging to the old oneis0.65. What can be concluded
at thelevel of sgnificancea = 0.05if 74 of the 100 randomly selected customersprefer
thenew kind of packaging and alternative hypothesisisp* 0.65.

a=0.05

Theproblemisof atwo-tailedtest. Thetest statisticisgivenas:

[P, 65" 0.
(g5 = oo = 995 934 _ /565575 =0.0477)
n

For 5 per cent level of significance, the critical values are givenby—Z_ _=-Z

a2 <025

=-1.96andZ ,=Z, .= 1.96. Thecomputed value of Z liesin the acceptanceregion



Acceptance

Region , g9

-1.96 ~¥ 196
Sample

Value

Rejection Region Rejection Region

Rejection Regions for Example 6.12

Therefore, thereisnot enough evidenceto reject thenull hypothesis. Accordingly,
the proportion of customer preferring new kind of packaging to the old one is not
sgnificantly different from 0.65.

The same problem could beworked out using the p value approach. Thep vaue
for this problem could be computed as:

p = P(Z>1.89)+P(Z<-1.89) (Itisatwo-tailed test.)
2xP(Z>1.89)

2%x(05-P(0<Z<1.89)

2x(0.5-0.4706)

= 0.0588

Aspvaueisgreater than 0.05, thelevel of significance, the null hypothesisis
accepted. Therefore, we arrive at the same conclusion.

6.3.5 Two Population Proportions
Here, theinterest isto test whether the two popul ation proportionsare equa or not. The
hypothes sunder investigationis:

Ho N il P pl_p2:0

H1 : pll P, P pl_le 0

The aternative hypothesisassumed istwo sided. It could aswell have been one
Sided. Thetest statisticisgiven by:

2:5' P2 - (P1- P2)Ho

s

p1-P2

Where, p; = Sample proportion possessing a particular attribute from
population 1.

P2

Sample proportion possessing a particular attribute from
population 2.

Sp,-p, = Standard error of difference between proportions.

(pl - pZ)HO

Value of difference between population proportion under the
assumption that thenull hypothesisistrue.
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Theformulafor sp_p, isgivenby:

— (P1% | P29
P1- P2 n Ny

Wedo not know thevalueof p,, p,, etc., but under the null hypothesisp, =p,=p.

- [Pa,pg_ | L, 10
SpP2 " \'n, n, pq@nl n, o

The best estimate of pisgiven by:

S

A X+ Xy
P n; +n,
Where, x, = Number of successesinsample 1
X, = Number of successesin sample 2
n, = Sizeof sampletakenfrom population 1
n, = Szeof sampletakenfrom population2
. = _X X2
Itisknownthat P1 ", and E.Therefore X, =M pg.and X, =n, P, .
~ _ NPy +Nyp,
Therefore, P Ny + 1,

Therefore, theestimate of standard error of difference between thetwo proportions
isgivenby:

R _ Mae1+ 16
“pepe " |Plgn, "y

Where p isasdefined aboveand g =1 - p. Now, the test statistic may be
rewritten as:
7= P1- P2 - (PL- P2)Ho

MaeiJriij
pq@nl n,o

Now, for agivenlevel of significancea, the sample Z valueiscompared with the
critical Z valueto accept or rgject the null hypothesis. We cons der bel ow afew examples
toillustrate thetesting procedure described above.

Example 6.13: A company is interested in considering two different television
advertisements for the promotion of anew product. The management believes that
advertisement A is more effective than advertisement B. Two test market areaswith
virtually identical consumer characteristicsare selected. Advertisement Aisusedinone
areaand advertisement B in the other area. In arandom sample of 60 consumerswho
saw advertisement A, 18 tried the product. In arandom sample of 100 customerswho
saw advertisement B, 22 tried the product. Doesthisindicate that advertisement A is
more effective than advertisement B, if a5 per cent level of significanceisused?



Solution: Test of Significance and
Analysis of Variance (ANOVA)

HO Pa =Py
Hl Pa = Po
nA = 60, Xp =18, ng =100, Xg = 22 NOTES
== o} > ..
gpA:X_A:E:O_3; B:X_BZE—OZZ_
ny 60 s &° ng 100
5 Pa-Ps- (Pa-Pg)Ho _ 03-022-0
. ) o)
Pa-Pg pq‘i+i;
Eny, ngo
_ 0.08 ~ 0.08 13
025 0758 + 1 0 J0.25" 0.75(0.0267) _008 ™
€60 1008 0.071
o
?I%: Xatxg _ 18+22 :£:0.25;
€ ny+ng 60+100 160 ]

Thecritical value of Z at 5 per cent level of significanceis 1.645. The sample
valueof Z = 1.13liesin the acceptance region as shown in the figure bel ow:

Sample Value

Acceptance
Region

Rejection
Region

1.13 1.645
Rejection Region for Example 6.13

Therefore, we accept the null hypothesis. It can be concluded that thereisno
difference in the effectiveness of two advertisements. We could work out the same
problem using the p value approach. The p value may be calculated as:

p P(Zz>1.13)
05-P(0<Z<1.13)
0.5-0.3708

0.1292

Thepvalueof 0.1292isgreater than 0.05, therefore, we accept the null hypothesis
aswasdone with the other approach.

Example6.14: Inarandom sample of 100 personstakenfromvillageA, 60 werefound
to beconsuming tea. In another sampleof 200 personstaken fromvillage B, 100 persons
werefound to be consuming tea. Doesthe datareveal asignificant difference between
thetwo villages so far asthe habit of taking teaisconcerned?You may useab per cent
level of sgnificance.
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Solution:
Hy & Pa=Ps
H © Pt P
— _Xp _ 60
— — = =—"""=0.6
n,=100, X, =60, Pa ny 100
— _Xg _100 _

_ _ =28 -2"-05
n,=200, x,=100, Pe =1 -=550

B

Thetest statistic to be used hereis:
ZZEA'EB' (Pa-Ps)Ho _ Pa-Pg-0

SBa-Pa g2t 10
eNpa N g
0.6-05-0 _ 0.10
5 <533 467  0.015
533 4672L 4 10 J
%100 2004
__010 _o010 _, .,
J0.00373 0.061
& X,+Xs _ 60+100 _160 8 _ o
= = =22 -° 05332
P, +ng 100+200 300 15 p

(p=1- p=1- 0.533=0.467
TabZ=1.96 AcceptH,

p = P(Z>1.64)+P(Z<-1.64)
2P(Z>1.64)

2 (0.5-0.4495)

2x%0.0505

0.101

Since p > a = 0.05, H, is accepted. Therefore, there is no difference in the
proportionsof personsconsuming teain thetwo villages.

In this chapter, we have discussed the test of significance for the mean and
proportionsof the singleand two populations.

6.3.6 F Test

Themajor characteristicsof the F-distribution are asfollows:

(1) Unlikenormal distribution, whichisonly onetypeof curveirrespective of thevalue of
themean and the standard deviation, theF distributionisafamily of curves. A particular
curveisdetermined by two parameters. Thesearethe degreesof freedomin the numerator
and the degrees of freedom in the denominator. The shape of the curve changesasthe
number of degreesof freedom changes.

(i) It isacontinuousdistribution and the val ue of F cannot be negative.



(iii) Thecurverepresenting the F distribution ispositively skewed.
(iv) Thevaluesof F theoretically rangefrom zeroto infinity.
A diagram of F distribution curveisshown below.

Reject H,

0 F
Thergectionregionisonly intheright endtail of the curve because unlikeZ distribution
andt digtribution which had negative val uesfor areasbel ow the mean, F digtribution has
only positive values by definition and only positive values of F that are larger than the
critical valuesof F, will leadto adecisiontorgect the null hypothesis.

Computation of F

SinceF ratio containsonly two elements, which are the variance between the samples
and the variance within the samples, the concepts of which have been discussed before,
let usrecapitul ate the cal cul ation of these variances.

If al the means of samples were exactly equal and all samples were exactly
representative of their respective populationsso that all the sample means, were exactly
equal to each other and to the popul ation mean, then therewill be no variance. However,
thiscan never bethe case. We alwayshave variation, both between samplesand within
samples, even if wetake these samplesrandomly and from the same popul ation. This
variationisknown asthetotal variation.

Thetotal variationdesignated by § (X - X)?, where X representsindividual observations

for all samplesand X is the grand mean of all sample means and equals (1), the
population mean, isalso known asthe total sumof squaresor SST, and issimply the
sum of squared differences between each observation and the overall mean. Thistotal
variation representsthe contribution of two el ements. These elementsare:

(A) Variance between samples. The variance between samples may be due to the
effect of different treatments, meaning that the popul ation means may be affected by
thefactor under consideration, thus, making the population means actually different,
and some variance may be due to the inter-sample variability. Thisvarianceisaso
known asthe sumof squares between samples. L et this sum of squares be designated
as SB.

Then, SBiscalculated by thefollowing steps:
(i) Take k samples of size n each and calculate the mean of each sample, i.e.,
X1, Xy, Xy v X,

(i) Calculate the grand mean X of thedistribution of these sample means, sothat,
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& _
aX
i=1

k

(iii) Takethe difference between the means of the various samplesand the grand mean,
e,

Xl

(X, - X), (X, - X), (Xy- X), ooy (X, - X)

(iv) Squarethese deviationsor differencesindividual ly, multiply each of these squared
deviationsby itsrespective sample size and sum up all these products, so that we get;

k — =
an(X - X)*, wheren = sizeof theith sample.
i=1

Thiswill bethevaueof the SSB.

However, if theindividual observationsof all samplesarenot available, and only the
variousmeans of these samplesare available, where the samplesare either of the same

sizenor different sizes, n,n,n,...,n, then thevalue of SSB can be cal cul ated as:

SB=n(X - X)?+n,(X,- X)’+ o (X, - X)?
where,
n, = Number of itemsinsample 1
n, = Number of itemsinsample2
n,_ = Number of itemsin samplek
X

1

=

= Mean of sample 1
X, = Mean of sample2
X, = Mean of samplek
¥ = Grand mean or averageof all itemsinall samples.

(v) Divide SSB by the degrees of freedom, which are (k— 1), where kisthe number of

samplesandthiswould giveusthevalueof s? , _, sothat,
2 = SB
between (k _ 1) .

(Thisisalso known as mean square between samplesor MSB).

(B) Variancewithin samples. Even though each observation in agiven sample comes
from the same popul ation and i s subjected to the same treatment, some chancevariation
can still occur. Thisvariance may be dueto sampling errorsor other natural causes. This
variance or sum of squaresis ca culated through the following steps:

(i) Calculatethemeanvalue of each sample, i.e., X, X, X, ... X,.

(i) Takeonesampleat atimeand takethe deviation of eachiteminthe samplefromits
mean. Do thisfor all the samples, so that we would have a difference between each
valuein each sampleand their respective meansfor all valuesin all samples.

(i) Squarethesedifferencesand takeatotal sum of all these squared differences (or
deviations). Thissumisal so known as SSWor sum of squareswithin samples.



(iv) Dividethis SSWby the corresponding degrees of freedom. The degreesof freedom
are obtained by subtracting thetotal number of samplesfrom thetotal number of items.
Thus, if Nisthetotal number of itemsor observations, and k isthe number of samples,
then,

df = (N-K)
These are the degrees of freedom within samples. (If all sasmplesare of equal sizen,
thendf =k(n-1), since (n— 1) are the degrees of freedom for each sample and there
are k samples).
(v) Thisfigure SSW/df, isalso knownass? . .., or MSW (mean of sum of squares
withinsamples).
Now, the value of F can be computed as:

F_sﬁawem _ SB/df

S2uin  SON/df

_ SBik - 1) _MB
SSV/(N - k) MSW

This value of F is then compared with the critical value of F from the table and a
decisonismade about thevalidity of null hypothesis.

Example 6.15: To test whether al professors teach the same material in different
sectionsof theintroductory statisticsclassor not, four sections of the same coursewere
sel ected and acommon test was administered to five students sel ected at random from
each section. The scoresfor each student from each section were noted and are given
below. We want to test for any differences in learning, as reflected in the average
scoresfor each section.

Section 1 Section 2 Section 3 Section 4
Sudent # Scores (X)) Scores (X,) Scores (X)) Scores (X))
1 8 12 10 2
2 10 12 13 15
3 2 10 u 13
4 10 8 12 10
5 5 13 14 10
Totals SX, =45 SX, =55 SX, =60 SX, =60
Means Yl =9 Yz =11 Yg =12 Y4 =12

Solution:
A.TheTraditional Method

(i) State the null hypothesis. We are assuming that there is no significant difference
among the average scores of studentsfrom thesefour sectionsand hence, all professors
areteaching the same material with the same effectiveness, i.e.,

Hot m=m =m=m,
H,: All means are not equal or at least two means differ from each other
(i) Establish alevel of significance. Leta=0.05.
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Test of Significance and (iii) Calcul ate the variance between the samples, asfollows:
Analysis of Variance (ANOVA) .
(@ Themean of eachsampleis:
X1=9, X2 =11, X3=12,X4=12

NOTES (b) Thegrandmeanor X is:

?—S—;‘— 9+11+12+12

n 4
=11
(c) Cdculatethevalueof S3B:
SB=5n(X - X)?
=5(9- 11)* +5 (11- 1) +5 (12- 11)* +5 (12- 11)?
=20+0+5+5
=30

(d) Thevariancebetweensampless?Z, . or MSBisgivenby:

SSB_ (30) _(39) _,,
df (k-1 3

MSB =

(iv) Cdculate thevariancewithin samples, asfollows:

Tofind the Sum of SquaresWithin (SSW) sampl es, we square each deviation between
theindividual value of each sample anditsmean, for all samplesand then sum these
sguared deviations, asfollows:

Samplel: X, =9
S(X, - X1)? = (8- 9)* +(10- 9) +(12- 9)*+(10- 9)* +(5- 9)°

=1+1+9+1+16
=28

Sample2: X, =11
S(X, - X2)? =(12- 11) + (12- 11)? + (10- 11)? + (8- 11)? + (13- 11)°

=1+1+1+9+4
=16

Sample3:  X;=12

S(X, - X3)? =(10- 12)? + (13- 12)? + (11- 12)% + (12- 12)% + (14- 12)?
=4+1+1+0+4
=10

Sampled: X, =12
S(X, - X4)?=(12- 12)? + (15- 12)? + (13- 12)? + (10- 12)? + (10- 12)?

=0+9+1+4+4
=18
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Then, SSNV=28+ 16+ 10+18
=72
Now, the variance within samples, s? or MSWisgiven by:

within’

_SSW_ ssw o 72 72 _

MSW = = =—Z=4
df  (N-k) 20-4 16
MSB 10
-ratio= ——=—=2.22.
Then, theF-ratio VSW 45

Now, we check for the critical value of F from the tablefor a = 0.05 and degrees of
freedom asfollows:

df (numerator) =(k-1)=(4-1)=3
df (denominator) = (N-Kk) = (20-4) = 16

Thisvalue of F fromthetableisgiven as3.24. Now, since our calculated value of F =
2.22islessthanthecritical value of F = 3.24, we cannot reject the null hypothesis.

B. The Short-Cut Method
Following the procedure outlined before for using the short-cut method, we get:

(i) Total sum (TS) = SX
=220

S)? _ (220)?
(i) Correction before CF = % = % = 2420

(iii) Total sum of squares.

SST =S(X?) - CF
=2522 - 2420 - 102

(iv) Sum of squares betwen the samples SSB isobtained by:

(X)°

SB=§ -~L-CF
i=1 ni
2 2 2
SLCA)ICaeY M€ S
n n, Ny
2 2 2 2
_ (45 +(55) +(60) +(60) - (2420)
5 5 5 5
=405+ 605+ 720+ 720- 2420
=30
(v) SSWcan becalculated by:

SST-SB=102-30=72
Now theF value can be calculated as:

Test of Sgnificance and
Analysis of Variance (ANOVA)

NOTES

Self-Instructional Material 219



Test of Sgnificance and
Analysis of Variance (ANOVA)

NOTES

Check Your Progress

1. What is a hypothesis?

2. What isthe basis of
hypothesis testing?

220 Sdf-Instructional Material

£ _ SSB/df _30/(k-1) _ 30/3 _10

T SSW/df 72/(n- k) 72/16 45
=222

Aswe see, we get the same value of F as obtained by the traditional method. So, we
compare our value of F with thecritical value of F from thetablefor a = 0.05 and df
(numerator = 3), and df (denominator = 16), and we get thecritical value of F as3.24.
Asbefore, we accept the null hypothesis.

6.4 ANOVA: ONE-WAY AND TWO-WAY ANOVA

The technique hasfound applicationsinthefiel dsof economics, psychol ogy, sociology,
business and industry. It becomes handy in situationswhere we want to compare the
means of morethan two popul ations. Some exampl escould be to compare:

- themean cholesterol content of variousdiet foods
- the average mileage of, say, five automobiles

- theaveragete ephonebill of househol dsbel ongingto four differentincome groups
andsoon.

Asmentioned earlier, considering all combinationsof two populationsat atime
would require not only alarge number of testsbut could al so be very time consuming
and waste alot of money. Further, it may not possibleto identify certain relationships,
called theinteraction effect, among the independent variabl es (factors). Thetechnique
of ANOVA becomeshandy asit hel psto compare the differences among the means of
all thepopulationssmultaneoudly.

R.A. Fisher developed the theory concerning ANOVA. The basic principle
underlying thetechniqueisthat thetotal variationin the dependent variableisbrokeninto
two parts—one which can be attributed to some specific causes and the other that may
be attributed to chance. The onewhich isattributed to the specific causesiscalled the
variation between samples and the one which isattributed to chanceistermed asthe
variation within samples. Therefore, inANOVA, thetotal variance may be decomposed
into various components corresponding to the sources of the variation. For example, the
sales of chairs could differ because of the various styles and the sizes of the stores
selling them. Similarly, one could study the differencesamong the varioustypesof drugs
for curing aspecific disease or the differencesin the chol esterol content of variousdiet
foodsor differencesintheyield of cropsdueto varieties of seeds, fertilizersor soils.

Ingeneral, the ANOVA techniquesinvestigate any number of factorswhich are
supposed toinfluence the dependent variabl e of interest. It isal so possibletoinvestigate
the differences in various categories within each of these factors. In ANOVA, the
dependent variableinquestionismetric (interval or ratio scale), whereastheindependent
variablesare categorical (nomind scal€). If thereisoneindependent variable (onefactor)
dividedinto various categories, we have one-way or one-factor analysisof variance. In
thetwo-way or two-factor analysisof variance, two factorseach divided into thevarious
categoriesareinvolved. However, if the set of anindependent variable consists of both
the metric and the categorical variables, thetechniqueiscaled Analysis Of Covariance
(ANOCOVA). Thediscussion of ANOCOVA isbeyond the scope of thistext.



In ANOVA, it is assumed that each of the samplesis drawn from a normal
population and each of these popul ations has an equal variance. Another assumption
that is made is that all the factors except the one being tested are controlled (kept
constant). Basically, two estimates of the popul ation variances are made. One estimate
isbased upon between the samplesand the other oneisbased upon within the samples.
Thetwo estimates of variances can be compared for their equality using F statistic (for
detailson comparing theequality of variancesof thetwo populations, refer to any textbook
on statistics). Bel ow, we discussthe concept of ANOVA invarious experimental desgns.

6.4.1 Basic Assumptions and Principles of ANOVA

Thebasicprincipleof ANOVA istotes for differencesamong themeansof the populations
by examining theamount of variation within each of these samples, relativeto theamount
of variation between the samples. Interms of variation withinthegiven populationitis
assumed that the val ues of (x”.) differ from the mean of thispopul ation only because of
random effects, i.e., thereareinfluenceson (xij) which are unexplainable, whereasin
examining differences between popul ationswe assumethat the difference between the
mean of thejth popul ation and the grand mean i sattributabletowhat iscalled a'specific
factor' or what istechnically described astreatment effect. Thus, whileusngANOVA,
we assumethat each of the samplesisdrawn from anormal population and that each of
these popul ations hasthe same variance. We al so assumethat all factors other than the
oneor more being tested are effectively controlled. This, in other words, meansthat we
assume the absence of many factorsthat might affect our conclus ons concerning the
factor(s) to be studied.

Under the one-way ANOVA, we consider only onefactor and then observe that
thereason for the said factor to be important isthat several possibletypesof samples
can occur within that factor. We then determine if there are differences within that
factor. Thetechniqueinvolvesthefollowing steps:

(i) Obtainthemean of eachsampleie, obtain x,, x,, -+, xx , 1., whenthereareK
samples.
(i) Work out the mean of the sample meansasfollows:
;z[’?l t X, +’73+"‘+ij
K

where K = No. of samples.

(i) Takethedeviationsof thesamplemeansfrom the mean of the sample meansand
calcul ate the square of such deviationswhich may be multiplied by the no. of
itemsin the corresponding sample, and then obtain their total. Thisisknown as
the sum of squaresfor variance between the samples (or SSbetween).

Symbolically, thiscan bewritten as:

SSbetween = gnl()?l - ?)2 +n, ()?2 - f)z +-~-+nk(xk x) H

(iv) Dividetheresult of the Step (iii) by the (no. of ) degrees of freedom between the
samplesto obtain variance or Mean Square (M S) between samples.
Symbolically, thiscan bewritten as:
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€SS bet u
MSbetween = e%u where

(k—1) represents degrees of freedom (df) between samples.

(v) Obtainthedeviationsof the valuesof the sampleitemsfor all the samplesfrom
corresponding means of the samplesand cal cul ate the squares of such deviations
and then obtaintheir total. Thistotal isknown asthe sum of squaresfor variance
within samples(or SSwithin). Symbolically, thiscan bewritten as.

sswithin= 88 (x;; - % )7 +S (xy - B)" +--+ S (1, - %)

wherei=1,2,3, ...
(vi) Dividetheresult of Step (v) by the degrees of freedom within samplesto obtain

the variance or Mean Square (MS) within samples. Symbolically, this can be
writtenas:

6SS within
& (k) H

(n—K) representsthe degrees of freedom within samples, (n=Total no. of items
inall thesamples, i.e., (n, +n,+...n) and k= No. of samples,

(vii) For acheck, the sum of squares of deviations for total variance can also be
worked out by adding the squares of deviations when the deviations for the
individual itemsinall the sampleshave been taken from the mean of the sample
means. Symbolically, thiscan bewritten as.

MSwithin= where

SSfor total variance= S(x,.j - ?)2

i=1,2,3,
j:l’ 2,3’

Thisshould be equal tothetotal of theresultsof Step (iii) and Step (v) explained
beforei.e.,

SSfor total variance = SShetween + SSwithin

The degreesof freedom for total variance will be equal to theno. of itemsin all
samples minusunity, i.e., (n—1). The degrees of freedom for ‘between’ and ‘within’
must add up to the degrees of freedom for total variance, i.e.,

(n-1)=[(k-1) + (n-K)]
Thisfact explainsthe additive property of the ANOVA technique.
(viii) Finaly, F-ratio may beworked out asunder:

MS between
MS within

F-ratio=

Thisratioisused to judge whether the differenceamong several samplemeansis
significant or isjust amatter of sampling fluctuations. For this purposewelook into the
tablegivingthevauesof F for given degreesof freedom at different level sof significance.
If the worked out value of F, as stated above, is less than the table value of F, the
differenceistaken asinsignificant, i.e., due to chance and the null hypothesis of no



difference between sample means stands. In case the cal cul ated val ue of F happensto
be either equal or morethan itstablevalue, the differenceisconsidered as significant
(which meansthe samplescould not have comefrom the same universe) and accordingly
the conclusion may be drawn. The higher the cal culated value of F isabovethetable
value, the more definite and sure one can be about his conclusions/inferences.

Two-way ANOVA techniqueisused when the dataare classified on the basis of two
factors. For example, the agricultural output may be classified on the basis of different
varietiesof seedsand aso onthebasisof different varietiesof fertilizersused. A business
firmmay haveits salesdataclassified on the basisof different salesmen and also onthe
basisof salesindifferent regions. In afactory, the various units of aproduct produced
during acertain period may be classified on the basis of different varieties of machines
used and also on the basis of different grades of labour. Such atwo-way design may
have repeated measurements of each factor or may not have repeated values. The
ANOVA techniqueislittledifferent in case of repeated measurementswherewe also
computetheinteraction variation. We shal | now explain thetwo-way ANOVA technique
inthe context of both said designswith the help of examples.

Aswe do not have repeated values, we cannot directly compute the sum of
sguareswithin samplesaswe had donein the case of one-way ANOVA. Therefore, we
haveto calculatethisresidua or error variation by subtraction, once we have calcul ated
(just onthe samelinesaswedid in the case of one-way ANOVA) the sum of squares
for total varianceand for variance between varietiesof onetreatment asa so for variance
between varieties of the other treatment.

Thevariousstepsinvolved areasfollows:
(i) Usethecoding device, if the samesimplifiesthetask.

(i) Takingthetotal of thevauesof individual items(or their coded valuesasthecase
may be) inall thesamplesandcall it T.

(iif) Work out the correction factor asunder:

2

Correction factor= 7~ x
n
(iv) Find out the squaresof all theitem values (or their coded valuesasthe case may
be) one by oneand then taketheir total. Subtract the correction factor fromthis
total to obtain the sum of squares of deviationsfor total variance. Symbolically,
wecanwriteit as:

é 72U
Sum of squares of deviationsfor total variance or SStotal = ngi - 75

(v) Takethetotal of different columnsand then obtain the square of each column
total and divide such squared values of each column by the no. of itemsin the
concerning column and takethetotal of theresult thusobtained. Finally, subtract
the correction factor from thistotal to obtain the sum of squares of deviationsfor
variance between columns or (SSbetween columns)

(vi) Takethetotal of different rowsand then obtain the square of each row total and
divide such squared values of each row by the no. of itemsin the corresponding
row and takethetotal of theresult thusobtained. Finally, subtract the correction
factor from this total to obtain the sum of squares of deviations for variance
between rows (or SSbetween rows).
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(vii) Sum of squaresof deviationsfor residual or error variance can beworked out by
subtracting the result of the sum of Step (v) and Step (vi) from theresult of Step

(iv) stated above. In other words,

[SStotal — (SSbetween columns + SSbetween rows)]

SSfor residual or error variance.

(viii) Degreesof freedom (df) can be worked out asunder:

df for total variance = (cr — 1)

df for variance between columns= (c-1)

df for variance betweenrows= (r — 1)

df for residual variance=(c-1) (r-1)
c=No. of columns

where
and

r = No. of rows.
(iX) ANOVA table can be set up inthe usual fashion asshown below:
Analysisof Variance Tablefor Two-way ANOVA

Source of Sum of Degrees of Mean Fratio of
Variation squares freedom square
(55) (d) (MS)
Between v T}.z TZ ( " {S‘S’ between rnwsl {Ms between cnlumns}
columns nj n 2 (r-1) | MS residual
treatment
SSC MSC
= i MSC = i
(= 550 i.e, -1 e, or
Between 5 sz Vi 58 between rows MS between rows
rows n, n (r=1 (r—1) MS residual
treatment
SSR MSR
= i MSR = :
(= S58) Ry (r—1) "€ MSE
— S S residual
Ere.q ual [[SS total {e=1) =D -1
EtioE — 55 between | x (r— 1)
columns
— SSB between i.e., MSE
SSE
FOWS] (-—" SSE) = m
72
Total {2‘55 ‘7} (cr—-1)
(= S57)

Inthetable, c = No. of columns
r = No. of rows
SSresidual = [SStotal — (SSbetween columns + SSbetween rows)]




Thus, MS residual or the residual variance provides the basis for the
F-ratios concerning vari ation between col umnstreatment and between rowstreatment.
MSresidua isalwaysdueto thefluctuations of sampling, and hence servesasthebasis
for the significancetest. Both the F-ratiosare compared with their corresponding table
values, for given degreesof freedom at aspecified level of significance, asusual andif
itisfound that the cal culated F-ratio concerning variation between columnsisequal to
or greater than itstable val ue, then the difference among column meansisconsidered
significant. Similarly, the F-ratio concerning variation between rows can be interpreted.

6.4.2 Completely Randomized Design in a One-Way ANOVA

Completely randomi zed design involvesthe testing of the equality of means of two or
moregroups. Inthisdesign, thereisone dependent variableand oneindependent variable.
The dependent variableismetric (interval/ratio scal€) whereastheindependent variable
iscategorical (nominal scale). A sampleisdrawn at random from each category of the
independent variable. The size of the sample from each category could be equal or
different. Let usconsider afew examplestoillustrate aone-way analysis of variance.

Numericals

Example 6.16: Suppose we want to compare the cholesterol contents of the four
competing diet foods on the basi s of the following data (in milligrams per package)
which were obtained for three randomly taken 6-ounce packages of each of the diet
foods

Diet Food A 3.6 4.1 4.0
Diet Food B 3.1 3.2 39
Diet Food C 32 35 35
Diet Food D 35 3.8 3.8

Wewant to test whether the difference among the sample means can be attributed
to chanceat the 5 per cent level of significance.

Solution: Asexplained earlier, thetota variationinthe dataset can be expressed asa
sum of the variations that can be attributed to specific sources (in this example, the
variousdiet foods) plusthe onewhichisattributed dueto chance. Thetotal variationin
thedataset iscalled the Total Sum of Squares(TSS) andiscomputed as.

Where, (i=1,...kandj =1, 2,....n)

X; = thejthobservationof theith sample (diet food)
Tee = Grandtotal of all thedata

k = 4 (Numberof diet foods)

n = 3 (Number of observationsin each sample)

1 . . ..
Theterm K - T%e isreferred to asthe correction factor. The variation between

the samplemeanswhichisattributed to specific sourcesor causesisreferred to asthe
Treatment Sum of Squares(TrSS). Thisiscomputed using thefollowing formula:
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The variation within the sample, whichisattributed to chance, isreferred to as
the error sum of squares (SSE). This could be computed by subtracting the treatment
sum of squaresfrom thetotal sum of squares. Thisisshown as:

SSE=TSS-TrSS

s § , 1 _,U0 é14&_, 1 _,U
Zéaaxij'k_' Tume-al “wn -
G=1j=1 n a éli=1 n a

Inorder totest thenull hypothess,
H : mMA=nB=nC=nD

0

againg the alternative hypothesis
H, : Atleasttwomeansarenot equal
(Treatment meansare not equal)

Wetest the equality of TrSSwith SSE. The necessary workingsrequired for this
arepresented in Table 6.6, which iscalled one-way analysisof thevariancetable. The
first column of thetableindicatesthe sources of variation. The second columnliststhe
degrees of freedom. There are k treatments; therefore the corresponding degrees of
freedom are k — 1. Similarly, the total number of observations in the data set is kn and
therefore, the corresponding degrees of freedom are kn— 1. The degrees of freedom
for errorsare obtained by subtracting from thetotal degreesof freedom, the degrees of
freedom corresponding to the treatment, i.e., (kn—1) — (k—1) =k (n—1). The third
column lists the sum of squares due to the various sources of variation. The fourth

) X _TrSSo
column liststhe mean square dueto treatment § STr= *-15 and the mean square

&g SSEO .
duetoerror g = k(n- 1) E obtaining by dividing the corresponding sum of squares

by their degrees of freedom. Thelast columnindicatesthe F statistic given astheratio
of the two mean squares with k — 1 degrees of freedom for the numerator and k (n—1)
degreesof freedom for the denominator. For agiven level of significance, , thecomputed
F statistic is compared with the table value of F with k — 1 degrees of freedom in the
numerator and k (n— 1) degrees of the freedom for the denominator. If the computed F
valueisgreater than thetabulated F value, the null hypothesisisrejected.

Table 6.6 One-Way ANOVA.

Sour ces of Degr ees of k1

Variation Freedom Sum of Squares | Mean Square k(El)
Treatments _ TrSS MSTr
(Diet food) k-1 TrSS MSTr = 1 MSE

SSE
Error k(n-1) SSE MSE =
k(n- 1)

Total kn-1 TSS
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Therequired computationsin case of Example 6.16 are given bel ow: [ :
Analysis of Variance (ANOVA)

T. =|36+41+40+31+32+39+32+35+35+35+3.8+3.8 = 1432
T |=[36+41+40 =117
T, | =[31+32+39 = (102 NOTES
Te | =[32+35+35 =102
T, |=/35+38+38 = 111
d ¢ L | _[(36)%+(41)%+(40)%+ (312 +(3.2%+ (3972 +(3.2%+ (35)%+ (352 +| _
2% | =357+ 387+ (@387 = | 1670
= 5 Ax- L. 72215670 (432 =1.18
TSS = ad i . 12 . .
1 o 2 1 2
- A3 T%-—.
TrSS = n ia:.l " kn
1 1
=3 [11.72+10.22+10.22 + 11.12] - 2 (43.2)2=054
SSE = TSS-TrSS
= 1.18-0.54=0.64

The aboveresults corresponding to Example 6.16 could be set upintheANOVA

Table6.7.
Table 6.7 ANOVA Table for Example 6.16

Sour ces of Degr ees of Sum of Squares | Mean Square 3

Variation Freedom £
Treatments 3 0.54 0.18 .25
(Diet Food)
Error 8 0.64 0.08
Total 11 1.18

Assuming the level of significanceto be5 per cent, thetablevalue of Fwith 3
degreesof freedominthe numerator and 8 degrees of freedom in adenominator equals
4.07 (asper standard statistical table). Sincethe computed Fislessthan thetabulated F,
thereisnot enough evidenceto reject the null hypothesis. Therefore, the differencein
the cholesterol contentsin thefour diet foods could be attributed to chance.

A mentioned earlier, the size of the sample from each category (treatment) need
not be same. If there are ni observations corresponding toith treatment, the computing
formulafor the sum of squareswould look like:

Tss = aax-=-T

i=zjj=1 N
§T2 1,
= —- =T

TrsSS i8:.1 n N

SSE = TSS-TrSS

Where, N=n +n,+....+n,
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Thetotal number of degreesof freedominthecaseisN -1, and the degrees of

freedom arek— 1 for the treatments and N—k for the error. Let usconsider afew more

examples.

Example 6.17: Thefollowing arethe number of words per minute which a secretary
typed on several occasionson three different typewriters.

Typewriter 1 71 78 70 69 77 72 65 69

Typewriter 2 74 76 72 70 69 68 72 73

Typewritee 3 | 70 | 72 | 66 | 64 | 63 | 67 | 69 | 70

Test whether the differences among the mean of the three sampl es (typewriters)
can be attributed to chance. You may use a5 per cent level of significance.

Solution:
H, : m=m=m (themeandifferenceinthetyping speed between thethree
typewriters can be attributed to chance.)
H, : Atleasttwomeansarenot equal
K=3,n=8
- _ | 7TA+78+70+69+77+72+65+69+74+76+72+70+69+ | _ | o
- 68+ 72+ 73+ 70+ 72+ 66+64+63+67+69+70
T = | 71+78+70+69+ 77+ 72 +65+ 69 = | 571
T, = | 74+76+72+70+69+68+72+73 = | 574
Ta = | 70+ 72+ 66+ 64 + 63+ 67 + 69+ 70 = | 541
s s (72)% + (78)% + (70) + (69)° + (77) + (72)* + (65)* + (69)” + (74)°
aaxi | =+ 76?2+ (722 + (70)% + (69) + (68)° + (72)> + (73)? + (70)% + | = | 118774
1=iist (72)% + (66)° + (64)* + (63) + (67)* + (69)* + (70)
— 53_ ég X2 - i . T2
TSS = aa g
1
= [712+782 +...... 692 +702] 38 (1686)2
= 118774-1184415
= 3325
1 o] 1 2
- = T
Trss= n 6} “kn C
= - [5712 +5742 +5412] - (1686)2
= 118524.8-118441.5
= 8325
SSE = TSS-TrSS
= 332.5-83.25
= 24925




The one-way ANOVA tablein the case of Example6.17 can be set up asshown
inTable6.8.

Table 6.8 One-Way ANOVA for Example 6.17

Sourcesof Variation | Degreesof |Sum of Squares| Mean Square F2
Freedom 2
Typewriter 2 83.25 41.625 3.507
(Between groups)
Error (with groups) 21 249.25 11.869
Totd 23 332.50

Thecomputed valueof F, =3.507. Thetablevalueof F, with 5 per cent level

of significance equals3.47. Asthe computed F statisticisgreater than the corresponding
tabulated value, wereject the null hypothesis. Therefore, the differencein the average
number of thewordstyped on the three typewriters cannot be attributed to chance.

Oncethenull hypothesisisrejected, it will beinteresting to examineinwhich
typewriter the number of wordstyped per minuteissignificantly higher compared tothe
other typewriter(s). Thisissuewould betaken up later. Let usnow, consider another
examplewherethe size of the samplefrom each treatment isdifferent.

Example 6.18: Thefollowing are the number of kilometres/litre which atest driver
with threedifferent typesof carshasobtained randomly on different occasions.

Car 1l 15 14.5 14.8 14.9
Car 2 13 12.5 13.6 13.8 14
Car 3 12.8 13.2 12.7 12.6 12.9 13

Using a5 per cent level of significance, perform aone-way ANOVA to examine
the hypothesisthat the differencein the average mileagein the three typesof carscan
be attributed to chance.

Solution:
H, : m=m=m (Averagemileageinthethreetypesof carsisthe same.)

0

H, : Atleasttwotypesof carsdo not have the same mileage.

K=3,n,=4,n,=5n,=6
N:n1+n2+n3:4+5+6:15

T _ | 15+145+148+149+13+125+136+ 138+ 14+ 128 | _ 203.3
- T | +132+127+126+12.9+13 - )

T. = | 15+145+14.8+14.9 = | 59.2
T =|13+125+136+138+14 = | 66.9
Ta. =|128+132+127+126+ 129+ 13 =| 772
38, (15)2 ¥ (14.5)2 + (14.8)2 + (14.9)2 + (13) + (12.5) + (13.6) *
aa X | =|(1387%+ (147 + (128)° + (132 + (12.7)* + (126)* + (129)* | = | 2766.49

1]
1
-

+(13)°
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3
o= 441
i=1j=1
= 2766.49- —— (2033)2
15
= 2766.49-2755.393
= 11.007
g TP 1.,
Tss= 8T
_ 592 6697 77270 _(203 3y
g 4 5 6 4
= 2764.5886-2755.3926
= 9196
SSE = TSS-TrSS
= 11.097-9.196
= 1901

The ANOVA table in the case of Example 6.18 can be set up as shown in
Table6.19.

Table 6.9 One-Way ANOVA for Example 6.18

Sour ces of Variation Degr ees of Sum of Squares | Mean Square F2
Freedom v
Treatments (Between 2 9.196 4.598 29.02
groups)
Error (within groups) 12 1.901 0.158
Total 14 11.097

The computed F statistics equals 29.02. Thetable value of Fwith 2 degrees of
freedom inthe numerator and 12 degrees of freedom inthe denominator at a5 per cent
level of significanceisgiven by 3.89. Asthe computed F atistic isgreater thanthetable
Fvalue, thenull hypothesisisrejected. Therefore, the average mileagein these types of
carsisstatistically different. It would, therefore, be interesting to examine which car
significantly gives a higher mileage than the other. Thiswill be taken up in the next
Section.

6.4.3 Randomized Block Design in Two-Way ANOVA

In Example 6.18, it could not be shown that therereally isasignificant differencein
the average cholesterol content of thefour diet foods. Theresultswere not statistically
different because therewas a considerable differencein the valueswithin each of the
samples resulting in a large experimental error. However, if we have additional
information that each of the value was randomly measured in the three different
laboratoriesin such away that thefirst value of each sample camefromlaboratory 1,
the second value from laboratory 2, and thethird value fromlaboratory 3. (therandom
assignment of test unitsto labs) In such acase, atwo way Analysis of varianceis



suggested. We had earlier partitioned the total sum of squares into two components— Test of Sgnificance and
onewhichisdueto the differences between the sample (treatment sum of squares) Analysisof Variance (ANOVA)
and the other one due to the differences within the samples (error sum of squares).
Now, thiserror sum of squareincludesthe sum of squaresdueto laboratories(called
blocks) as an extraneous factor. In two way Analysis of variance, we remove the NOTES
effect of the extraneousfactors (laboratories or blocks) from the error sum of squares.
Therefore, the total sum of square is partitioned into three components—one due to
treatment, second dueto block and the third one due to chance (called the error sum
of squares). It may be noted that the Total Sum of Squares (TSS) and the Treatment
Sum of Squares (TrSS) would remain the same as computed earlier in Example 6.18.
In addition, we will have another component called Block Sum of Squares (SSB)
whichisdueto different laboratoriesand iscomputed as:
1 8 1

—_ . 3T%-. —.T?

SSB = ¢ ANk
Where, T = Totdl of thevaluesinthejthblock.
Theerror sum of squareswould be computed as:
SSE=TSS-TrSS - SSB
Therewill betwo hypothesesto betested:

| (Diet Food)

Hy - m=m=m=m,

H, At least the two means are not same.

Il (Blocks or Labs)

H0 N =n,=n,

(Average cholesterol content inthethreelabsissame.)

H1 ;. Atleast two means are not same.

Now, wewould need to test the equality of TrSSwith SSE and SSB with SSE.
The necessary working required for thisare presented in Table 6.10 called Two-way
Analysisof variancetable.

Table 6.10 Two-Way ANOVA

Sources of Degrees of Sum of Mean Square F
Variation Freedom Squares q
TrSS k-1 MSTr
Treatments k-1 TrSS MSTr = =
k k-D(n-)  MSE
n-1
Blocks n-1 SSB MSB = ﬁ E = @
n-1 (k-Dn-)  MSE
Error (k=1)(n-1) SSE SE = __SSE
k-D(n-1
Total kn-1 TSS

Thevarious columnsof the abovetablearefilled upinthe samefashion aswas
donefor Table 6.16. Example 6.16 can berewritten as Example 6.19.

Example6.19: Supposein Example6.16, the measurement of the cholesterol content
wasperformed inthreedifferent |aboratories. Thefirst value of each sample camefrom
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onelaboratory, the second val ue camefrom another |aboratory, and thethird value came
fromathird laboratory. The datais presented below:

Diet Food Laboratory
One Two Three
Diet Food A 3.6 4.1 4.0
Diet Food B 31 32 3.9
Diet Food C 32 35 35
Diet Food D 35 38 3.8

Perform atwo-way ANOVA usinga0.05 level of significance.

Solution: Therewill betwo hypothesesto betested in this case; one corresponding to
thetreatment (diet food) and the other corresponding to laboratories (blocks). Theseare
listed below:

| (Diet Food)

H, :m=m=m=m (Averagecholesterol contentof thefour dietfoods
issame.)

H, . Atleast two meansare not same.

[l (Blocks or labs)

H, : n,=n,=n, (Averagecholesterol contentinthethreelabsissame.)

H . Atleast two meansare not same.

1

The TSSand TrSS here would be the same as computed in Example 6.16. As

mentioned earlier, the block sum of squarewould be required inthisproblem using the
formula:

1
2
T2- =

. T?

_1.4
SSB= A
Where, T, = Total of thevauesinthejth block.
Theerror sum of squareswould be obtained as:
SSE=TSS-TrSS - SSB

Therequired computationsfor the two-way ANOVA are asunder:

T, = 36+31+32+35=134
T, = 41+32+35+38=14.6
T, = 40+39+35+38=152
1 4 1
- Z.AT. . T7°
% - k a;[ -l kn o

. % [13.42 +14.62 + + 15.22] - % (43.2)2

= 155.94-155.52

= 042
We haveaready computed in Example 6.18, thevaluesof TSS& TrSSasunder:
TSS=1.18, TrSS=0.54



Therefore, SSE = TSS - TrSS - SSB
= 1.18-0.54-0.42
=022

We notethat the SSE in Example 6.16 was 0.64, whereashereitis0.22. Thisis
because the earlier SSE has been partitioned into two components, namely, the block
Sum of Squares (SSB) having avalue of 0.42 resulting in 0.22 asthe new error Sum of
Squares (SSE). Therequired resultsfor thetesting of the two hypotheses are presented
intheANOVA Table6.11.

Table 6.11 Two-Way ANOVA Table for Example 6.21

. Degreesof | Sumof | Mean
Sources of Variation Freedom | Squares | Square F
. 3 0.18
Treatments (Diet Food) 3 0.54 0.18 F, = =4.
0.0367
. 5 0.21
Block (Laborataries) 2 0.42 0.21 Fs = =572
0.0367
Error (Chance) 6 0.22 0.0367
Tota 11 1.18

Thetablevalueof F{ and F? at a5 per cent level of significanceisgivenby 4.76

and 5.14, respectively. The corresponding sample F valuesfor both are 4.90 and 5.72.
Sincethe computed F values are greater than the corresponding table values, the null
hypothesisisrejected in both the cases. Therefore, it can be concluded that thereisa
differenceinthe average cholesterol content dueto variousdiet foods and because of
thelaboratorieswherethe measurementsweretaken. Let usconsider one moreexample.

Example6.20: Thefollowing table presentsthe number of the defective pieces produced
by three workmen operating in turn on three different machines:

Machine 1 Machine 2 Machine 3
Workman 1 27 34 23
Workman 2 29 32 25
Workman 3 22 30 22

Conduct atwo-way ANOVA totest at 5 per cent level of significance, whether:

() Thedifference among the means obtained for the three workmen can be
attributed to chance.

(i) Thedifferencesamong the means obtained for the three machinescan be
attributed to chance.

Solution: Thefollowing two hypothesesareto betested:
I (Workman)

H, : m=m=m (Averagenumbersof the defectivesproduced by the
threeworkmen arethe same.)

H1 : Atleasttwomeansaredifferent.
[1 (Machines)
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H, : n,=n,=n, (Averagenumbersof the defectivesproduced by the
three machines are the same.)

H, : Atleasttwomeansaredifferent.

Using the notations explained in this chapter, we may compute:
= 27+34+23+29+32+25+22+30+22=244
27+34+23=84

29+32+25=86

22+30+22=74

27+29+22=178

34+32+30=96

23+25+22=70

T.
T,
T,
T..
T,
T,
T,

QWos

A A X =272+ (34)2+ (23)2+ (202 + (322 + (25)+ (22)2+ (302 + (222 = 6772

=1

k n

o O 2 1 2

$ = Xi' - ) T
T a ,al ' kn

1
= 6772- 5 (244)2

= 6772-6615.111
= 156.889

TS = AT T

1 1
= 3 [842+862+742] - 3 (244)2

1992
= 92 8—6615.111

1 1
= 3 [782+962+702] - 5 (244)2

= 6733.333-6615.111
= 118222
SSE = TSS-TrSS-SSB
= 156.889-27.556-118.22
= 1nm
To test the two hypotheses, the results can be summarized in the form of atwo-

way ANOVA asshowninTable 6.12.



Table 6.12 Results of Two-Way ANOVA

Degr ees of Sum of Mean

Sources of Variation Ereedom Squares Square F
Treatments (Workmen) 2 27.556 13.778 F42 =4.96
Block (Machines) 2 118.222 59.111 Ff =21.28
Error 4 11.111 2.778
Total 8 156.889

The table value of Fwith 2 degrees of freedom at the numerator and 4 in the
denominator equals6.94. The computed valuesof P, are4.96 and 21.28 for the 1st and
the 2nd hypothesis, respectively. Therefore, thereisnot enough evidenceto reject the
null hypothesisinthefirst casewhereasit isreected for the 2nd case. Thismeansthat
there is no difference in the average number of the defectives produced by three
workmen, whereas there is a significant difference in the average number of the
defectives produced by the three machines. Thus, it can be concluded that the efficiency
of thethree machinesto produce good itemsisdifferent.

6.5 PARAMETRIC AND NON-PARAMETRIC TESTS

The population mean (n), standard deviation (s) and proportion (p) are called the
parameters of a distribution. These tests were based on the assumption that the
popul ation(s) from where the sampleisdrawnisnormally distributed. Thetest onthe
parameterslike mean, standard deviation and proportion are called parametric tests.

However, there are situationswherethe popul ationsunder study are not normally
distributed. Thedata collected from these popul ationsisextremely skewed. Insuch a
Situation, an option could be used to increasethe samplesize. Thisisbecausethe central
limit theorem assumesthat the distribution of sample estimates approximately hasa
normal distributionfor large samples, whatever the shape of the popul ation distribution.
The other optionisto useaNon-parametric test. Thesetestsare called the distribution-
freetestsasthey do not require any assumption regarding the shape of the population
distribution from where the sampleisdrawn. However, some non-parametric testsdo
depend on aparameter such asmedian but they do not require aparticular distribution
for their application. Thesetests could aso be used for the small samplesizeswherethe
normality assumption doesnot hold true.

6.5.1 Advantages and Disadvantages of Non-Parametric Tests

There are many advantages of anon-parametrictest. These are:

- They can be gpplied to many Stuationsasthey do not havetherigid requirementsof
their parametric counterparts, likethe sampl e having been drawn fromthe population
followinganormal distribution. A researcher can encounter an application wherea
numeric observationisdifficult to obtain but arank valueisnot. For example, itis
easy to obtain therank data.on the preference of consumer for the variousbrands
of toothpasterather than assigninganumerical valueto them. By usingranks, itis
possibleto relax theassumptionsregarding the underlying popul ations.
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4. What does completely
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- Non-parametric tests can often be applied to the nominal and ordinal datathat

lack exact or comparable numerical values. For example, the respondents may
be asked a question on their religion—Hindu, Sikh, Christian or Muslim. Thisisa
nominal scaledataand can only be analysed by non-parametric methods.

- Non-parametric tests involve very simple computations compared to the

corresponding parametric tests.
However, themethods are not without their own drawbacksand therearecertain

disadvantages of non-parametric tests. These are:
- Alot of information iswasted because the exact numerical dataisreduced to a

qudlitativeform. For example, in one of the non-parametric testslikethesigntes,
theincrease or the gain isdenoted by aplus sign whereas adecrease or lossis
denoted by anegative sign. No consideration isgiven to the quantity of thegainor
loss. A gainof ¥ 1 orX 1lakhwould both receiveaplussign.

- Non-parametric methodsareless powerful than parametric testswhenthe basic

assumptionsof parametrictestsarevaid. Therefore, thereismorerisk of accepting
afalse hypothesisand thuscommitting atypell error.

- Null hypothesisin anon-parametric test isloosely defined as compared to the

parametric tests. Therefore, whenever the null hypothesisis rejected, a non-
parametric test yieldsaless precise conclusion ascompared to the parametric
test. For example, corresponding to the null hypothesi sthat the means of thetwo
populationsareequal intheparametrictest, the null hypothes sin anon-parametric
test isthat the two populations have same probability distributions. In such a
Situation, rejecting anull hypothesisunder the parametric test would imply that
themeansof thetwo populations are different whereas under anon- parametric
test, it meansthat the two population distributions are different but the specific
form of the difference between the two popul ationsisnot clearly defined.

Inthefollowing sections, wewill discussnon-parametric testssuch aschi-square,

runtest, signtest, the Mann-Whitney U test, the Wil coxon matched-pair rank test and
the Kruskal-Wallis test. The differences between parametric and non-parametric tests
aresummarized below.

Parametric Tests Non-Parametric Tests
Assumptions: Normality assumption is required. Normality assumption is not required.
Uses the metric data. Ordinal or interval scale datais used.
Can be applied for both small and large | Can be applied for small samples.
samples.
Applications: One sampleusing Z or t statistics. One sample using the sign test.

Two independent samplesusingatorz | Two independent samples using the
test. Mann-Whitney U statistics.

Two paired samplesusing at or z test. Two paired samples using the sign test
and Wilcoxon matched pair rank test.

Randomness — no test in parametric is Randomness — using runs test.
available.

Several independent samples using F test | Several independent samples using
in ANOVA. Kruskal-Wallis test.

6.5.2 Chi-Square Tests

For theuse of achi-squaretest, thedataisrequired in theform of frequencies. Thedata
expressed in percentages or proportion can aso be used, provided it could be converted



into frequencies. Themajority of the applicationsof chi-square (c?) arewith thediscrete
data. Thetest could also be applied to continuousdata, provided it isreduced to certain
categoriesand tabulated in such away that the chi-sguare may be applied.

Someof theimportant propertiesof the chi-squaredistribution are:

Unlikethenormal andt distribution, the chi-squaredistributionisnot symmetric
(seeFigure6.3).

Non Symmetric

2

X

All values are non-negative

Fig. 6.3 Shape of Chi-Square (c?) Distribution

Thevaluesof achi-square are greater than or equal to zero.

The shape of achi-sguare distribution depends upon the degrees of freedom.

With the increase in degrees of freedom, the distribution tends to normal
(seeFigure6.4).

df=12 df = 26

Fig. 6.4 Shape of Chi-Square Distribution with Varying Degrees of Freedom

Application of Chi-Square

There are many applicationsof achi-squaretest. Some of them are explained below:
- A chi-squaretest for the goodness of fit.
- A chi-sguaretest for theindependence of variables.
- A chi-squaretest for the equality of more than two popul ation proportions.
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A Chi-Square Test for the Goodness of Fit

Asdiscussed before, thedatain chi-squaretestsisoftenintermsof countsor frequencies.
Theactua survey datamay be onanominal or higher scale of measurement. If itison
ahigher scale of measurement, it can always be converted into categories. The real

world situationsin businessallow for the collection of count data, e.g., gender, marital

status, job classification, age and income. Therefore, a chi-square becomes a much
sought after tool for analysis. Theresearcher hasto decidewhat statistical testisimplied
by the chi-square satigticin aparticul ar Stuation. Below are discussed common principles
of al thechi-squaretests. The principlesare summarized in thefollowing steps:

- Statethe null and the aternative hypothesi s about apopul ation.
- Specify aleve of significance.

- Computethe expected frequenciesof the occurrence of certain eventsunder the
assumption that thenull hypothesisistrue.

- Make anote of the observed countsof the datapointsfalling in different cells
- Compute the chi-square value given by theformula.

3 G - Ei)2

R =

2 _
CcC =
k-1

o

Where,

O, = Observed frequency of ith cell
E = Expected frequency of ith cell
k =Total number of cells

k—1 = degrees of freedom

- Compare the samplevalue of the statistic asobtained in previous step with the
critical valueat agivenlevel of significance and makethe decision.

A goodnessof fit test isastatistical test of how well the observed data supports
the assumption about the distribution of apopulation. Thetest also examinesthat how
well an assumed distribution fitsthe data. Many atimes, the researcher assumesthat
the sampleisdrawn from anormal or any other distribution of interest. A test of how
normal or any other distribution fitsagiven datamay be of someinterest.

Congder for examplethe case of themultinomia experiment whichistheextenson
of abinomia experiment. Inthe multinomia experiment, the number of thecategoriesk is
greater than 2. Further, adatapoint canfall into one of thek categoriesand the probability
of thedatapoint falingintheith category isaconstant andisdenoted by p wherei =1, 2,
3,4, ...,k. Insummary, amultinomial experiment hasthefollowing festures:

Therearefixed number of trials.

Thetriadsarestatistically independent.

All the possible outcomes of atrial get classified into one of the several
categories.

Theprobabilitiesfor the different categoriesremain constant for each trial.

Consider asan examplethat arespondent can fall into any one of the four non-
overlappingincome categories. Let the probabilitiesthat the respondent will fall into any
of thefour groups may be denoted by the four parametersp,, p,, p, and p,. Given these,
the multinomial distribution with these parameters, and n the number of peopleina
random sampl e, specifiesthe probabilities of any combination of the cell counts.



Given such asituation, wemay useamultinomial distributionto test how well the
data fits the assumption of k probability p,, p,, ..., p, of falinginto thek cells. The
hypothesisto betestedis:

H,: Probabilities of the occurrence of eventsE,, E,, ..., E, are given by the

specified probabilitiesp,, p,, ..., p,
H,: Probabilitiesof thek eventsare not the p stated inthe null hypothesis.

1
Such hypothesiscould betested using the chi-square statistics. Below aregivena
set of illustrated exampl es.

Example 6.21: Themanager of ABC ice-cream parlour hasto takeadecisionregarding
how much of each flavour of ice cream he should stock so that the demands of the
customersaresatisfied. Theice cream suppliersclaim that among thefour most popular
flavors, 62 per cent customersprefer vanilla, 18 per cent chocolate, 12 per cent strawberry
and 8 per cent mango. A random sample of 200 customers producesthe results bel ow.
At the a = 0.05 significance level, test the claim that the percentages given by the
suppliersarecorrect.

Flavour Vanilla Chocolate | Strawberry Mango
Number preferring 120 40 18 22
Solution:

Let

p, : Proportionof customerspreferring vanillaflavour.

p, : Proportionof customerspreferring chocolateflavour.

p, : Proportion of customerspreferring strawberry flavour.

p, : Proportionof customerspreferring mango flavour.

H, : p,=0.62,p,=0.18,p,=0.12,p,=0.08

H, : Proportionsarenot that specifiedinthenull hypothesis.

The expected frequencies corresponding to the various flavors under the
assumption that the null hypothesisistrueare:

Vanilla = 200x0.62=124
Chocolate = 200x0.18=36
Strawberry = 200x0.12=24
Mango = 200x0.08=16
. g (Oi B Ei)2
Thecomputationsfor c2 areasunder: Ial T E
Flavour o E O-E | (O-E) | (0-E)p
(Observed (Expected —_—
Frequencies) Frequencies) E
Vanilla 120 124 -4 16 0.129
Chocolate 40 36 4 16 0.444
Strawberry 18 24 -6 36 1.500
Mango 22 16 6 36 2.250
Total 4.323
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Test of Significance and The computed value of chi-squareis4.323.
Analysis of Variance (ANOVA)
Table c2 (5 per cent) = 9.488 (as per standard statistical table).

Sample Value

NOTES

Rejection
region
/
/

Acceptance
region

v

4.323 9.488
Critical Value

Rejection Region for Example 6.23

Assamplec?liesin the acceptanceregion, accept H . Therefore, the customer
preferencerates are as stated. Using the p value approach, wefind that the sample c2
valueliesas shown below:

c? with 3 d.f. 11.345 7.815 6.251 -

Level of significance 1 per cent 5 per cent 10 per cent | 4.323 (sample ¢?)

It is seen that the sample c? corresponds to ap value greater than 10 per cent.
Therefore, thereisnot enough evidenceto reject the null hypothesis. Thismeansthat
the customer preferenceratesare asstated in the null hypothesis.

It may be worth pointing out that for the application of a chi-square test, the
expected frequency in each cell should be at least 5.0. In caseit isfound that one or
more cells have the expected frequency lessthan 5, one could still carry out the chi-
sguare analysisby combining them into meaningful cellsso that the expected number
hasatotal of at least 5. Another point worth mentioning isthat the degree of freedom,
usually denoted by df in such cases, is given by k — 1, where k denotes the number of
cells(categories).

It may be noted that in Example 6.23, the hypothesi zed probabilities were not
equal. There are situationswhere the hypothesi zed probabilitiesin each category are
equd or inother words, theinterest isininvestigating the uniformity of the distribution.
Thefollowing examplewouldillustrateit.

Example 6.22: Aninsurance company providesauto insurance and isanalysing the
data obtained from fatal crashes. A sample of the motor vehicle deathsis randomly
selected for atwo-year period. The number of fatalitiesislisted below for the different
daysof theweek. At the 0.05 significancelevel, test the claim that accidents occur on
different dayswith equal frequency.

Day Monday | Tuesday | Wednesday | Thursday | Friday Saturday | Sunday

Number of 31 20 20 22 22 29 36
fatalities
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Solution: Test of Significance and
Analysis of Variance (ANOVA)

Let
p, = Proportionof fatalitieson Monday
p, = Proportionof fatalitieson Tuesday NOTES

p, = Proportionof fatalitiesonWednesday
p, = Proportionof fatalitieson Thursday
p, = Proportionof fatalitieson Friday

p, = Proportionof fatalitieson Saturday

p, = Proportionof fatalitieson Sunday

. R |
Ho : pl_pz_ps_p4_p5_p6_p7_7
H, : Atleastoneof theseproportionsisincorrect.
n = Tota frequency = 31+20+20+22+22+29+ 36=180

The expected number of fatalitieson each day of theweek under the assumption
that thenull hypothesisistrueisgiven asunder:

Monday = 180x=25.714
Tuesday = 180x =25.714
Wednesday = 180x =25.714
Thursday = 180x =25.714
Friday = 180x =25.714
Saturday = 180x =25.714
Sunday = 180x =25.714
The computati on of sample chi-squarevalueisgivenin thefollowing table:
Day Observed Expected O-E (0-E)? (O—E)?
Frequencies Frequencies E—
©) (E) E
Monday 31 25.714 5.286 27.942 1.087
Tuesday 20 25.714 - 5714 32.650 1.270
Wednesday 20 25.714 - 5714 32.650 1.270
Thursday 22 25.714 -3714 13.794 0.536
Friday 22 25.714 -3714 13.794 0.536
Saturday 29 25.714 3.286 10.798 0.420
Sunday 36 25.714 10.286 105.802 4114
Total 9.233
. (O- E)?

Thevalueof samplec?= a —E = 9.233

Degrees of freedom=7-1=6
Criticdl (Table) ¢z =12.592
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Sincethesamplechi-squarevaueislessthanthetabulated c?, thereisnot enough
evidenceto regject the null hypothesisas shown inthefigure bel ow.

Rejection
Acceptance region

region

9.233 12.592
S_ample Critical
Chi-square Chisquare

Rejection Region for Example 6.24

The problem can also be worked out using the p-val ue approach. The sample
vaueof ¢?=9.233with 6 df islessthan the critical value 10.645, which correspondsto
anareaof 10 per cent. Therefore, thep valueinthisproblem isgreater than 10 per cent,
whichishigher thanthelevel of significancea = 0.05. Therefore, the null hypothesisis
accepted. Thismeansthat the accidents occur on different dayswith equal frequencies.

A Chi-Square Test for Independence of Variables

The chi-square test can be used to test the independence of two variables each having
at least two categories. Thetest makesause of contingency tablesalso referred to as
cross-tabswith the cells corresponding to across classification of attributes or events.
Layout of contingency table given below.

Second Classification First Classification Category
Category 1 2 3 4 Total
1 Ou O O3 Ouw Ry
2 Oz Oy Oy O R,
3 Og; Oz, Os3 Oz Rs3
Total C, C, Cs (o n

Assumingthat therearer rowsand ¢ columns, the count inthe cell corresponding
totheith row and thejth columnisdenoted by O wherei=1,2,...,randj=1,2,...,C.
Thetotal for row i isdenoted by R whereasthat corresponding to column j isdenoted by
C,. Thetotal ssmplesizeisgivenby n, whichisasothesumof &l ther row totalsor the
sum of al thec columntotals.

The hypothesistest for independenceis:
H, : Row and columnvariablesareindependent of each other.

H, : Row and column variablesare not independent.

The hypothesisistested using achi-squaretest statistic for independence given by:

2= ér éc (©; - Eij)2
i=1 j=1 E

ij



Test of Sgnificance and

The degrees of freedom for the chi-square statistic are given by (r—1) (c-1). [ _
Analysis of Variance (ANOVA)

For agivenlevel of sgnificancea, the sampleva ueof thechi-squareiscompared
with the critical value for the degree of freedom (r— 1) (c — 1) to make a decision.

The expected frequency inthe cell corresponding to theit row and thej™ column

. NOTES
isgivenby:
R~ C,
E; = !
n
Where, R = Total for theithrow
C, = Tota forthejthcolumn
n = Tota samplesize.

Let usconsider afew examples:

Example 6.23: A sample of 870 traineeswas subjected to different typesof training
classified asintensive, good and average and their performance was noted as above
average, average and poor. The resulting datais presented in the table below. Use a
5 per cent level of significanceto examinewhether thereisany relationship betweenthe
type of training and performance.

Performance Training
Intensive Good Average Total
Above average 100 150 40 290
Average 100 100 100 300
Poor 50 80 150 280
Total 250 330 290 870
Solution:

H, : Attribute performanceand thetraining areindependent.

H, . Adttribute performance and thetraining are not independent.

The expected frequencies corresponding the ith row and the jth columnin the
contingency table are denoted by E, wherei=1,2,3andj=1,2,3.

290" 250

E, = e =8333
E,= o =11000
E,= 2 0667
E, = o =g621

E, = ao=11379
E, = 2010000
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280" 250

E3’1 = T80 =80.46
280" 330

E3’2 = T80 - 106.21
280" 290

E3’3 = T80 =93.33

Thetable of the observed and expected frequencies corresponding to theith row
and thejth column and the computation of the chi-squareisgiveninthetable.

Row, Column O Ej (O; - Ey)? (Oij _ Eij)z
Eij
1,1 100 83.33 277.89 3.335
12 150 110.00 1600.00 14.545
1,3 40 96.67 3211.49 33.221
21 100 86.21 190.16 2.21
2,2 100 113.79 190.16 1.671
2,3 100 100.00 0 0.000
31 50 80.46 927.81 11.53
3,2 80 106.21 686.96 6.468
33 150 93.33 3211.49 34.41
Total 107.39
s & (O Eij)2
Samplec?= fil ?1 E, =107.39

The critical value of the chi-square at 5 per cent level of significance with 4
degrees of freedom is given by 9.49. The sample value of the chi-squarefallsin the
rejection region asshownin thefigure below.

Rejection
region

Acceptance
region

|
949 10730
Critical
Value /
Sample
Chi-square

Rejection Region for Example 6.23



Test of Sgnificance and

Therefore, the null hypothesisisrejected and one can concludethat thereisan [ _
Analysis of Variance (ANOVA)

associ ation between the type of training and performance.

Using ap value approach, it can be seen that the computed value of chi-square
(207.39) with 4 df ishigher thanthecritical value(13.28) at 1 per cent level of Sgnificance.
Therefore, the p value of thisproblemislessthan 0.01 whichisfar below thelevel of
significance. Therefore, the null hypothesis is rejected. This means that thereis a
relationship between thetype of training and the performance.

Example 6.24: The following table gives the number of good and defective parts
produced by each of the three shiftsin afactory:

NOTES

Shift Good Defective Total
Day 900 130 1030
Evening 700 170 870
Night 400 200 600
Total 2000 500 2500

I sthere any associ ation between the shift and the equality of the partsproduced?
Usea0.05level of significance.

Solution:
H_ : Thereisno association between the shift and the quality of partsproduced.

0

H, : Thereisan association between the shift and quality of parts.

The computations of the expected frequencies corresponding to theith row and
thejth column of the contingency tableare shownbelow: (i=1,2,3) and (j = 1, 2).

Em _ 10325;0%000 — 804
.
e TP e
ST e
E,, = % =120

Thetable of the observed and expected frequencies corresponding to theith row
and the jth column and the computation of the chi-squareisgiven below:
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Row, Column o Ej (04 - Ey)? ©;~E’
Ej

11 900 824 5776 7.010

1,2 130 206 5776 28.039

21 700 696 16 0.023

2,2 170 174 16 0.092

31 400 480 6400 13.333

3,2 200 120 6400 53.333
Total 101.83

Thecritical value of the chi-square with 2 degreesof freedom at 5 per cent level
of significanceis given by 5.991. The null hypothesisisrejected as the sample chi-
sguareliesin thergection region asshown in thefigure below. Therefore, the quality of
parts produced isrelated to the shiftsin which they were produced.

Rejection
reﬁgion

Acceptance
region

5991 | 101.83
il

/
Critical S_ample

Chi-square Chi-square

Rejection Region for Example 6.24

Using ap value approach, the same decision would bearrived at. It isleft for the
readersto show it.

It may beworth mentioning again that for the application of achi-square test of
independence, the sampl e should be selected at random and the expected frequency in
each cell shouldbeat least 5.

A chi-squaretest for the equality of more than two population proportions

In certain Situations, the researchers may beinterested to test whether the proportion of
aparticular characteristic isthe samein several populations. Theinterest may liein
finding out whether the proportion of peoplelikingamovieisthe samefor thethreeage
groups, 25 and under, over 25 and under 50, and 50 and over. To take another example,
the interest may be in determining whether in an organization, the proportion of the
satisfied employees in four categories—Class I, Class II, Class Il and Class 1V
employees—is the same. In a sense, the question of whether the proportions are equal
isaquestion of whether thethree age popul ationsof different categori esare homogeneous
with respect to the characteristics being studied. Therefore, the testsfor equality of
proportionsacross several populationsare also called tests of homogeneity.



Theanalysisiscarried out exactly in the sameway aswasdonefor the other two
cases. Theformulafor achi-square analysi sremainsthe same. However, two important
assumptionshere aredifferent.

(i) Weidentify our population (e.g., age groups or various class employees)
and the sampledirectly from these popul ations.

(i) Asweidentify the populationsof interest and the samplefromthemdirectly,
thesizesof the samplefrom different populationsof interest arefixed. This
isalso called achi-square analysiswith fixed marginal totals. Thehypothesis
to betested isasunder:

H, : Theproportion of people satisfying aparticular characteristicisthe
samein population.

H, : Theproportion of people satisfying aparticular characteristicisnot
thesameinall populations.

The expected frequency for each cell could aso be obtained by using theformula
asexplained early. Thereisan aternative way of computing the same, whichwould give
identical results. Thisisshowninthefollowing example:

Example6.25: An accountant wantsto test the hypothesi sthat the proportion of incorrect
transactionsat four client accountsisabout the same. A random sample of 80 transactions
of oneclient revealsthat 21 areincorrect; for the second client, the number is25 out of
100; for thethird client, the number is 30 out of 90 sampled and for thefourth, 40 are
incorrect out of asample of 110. Conduct thetest at a = 0.05.

Solution:
Let
p, = Proportion of incorrect transactionfor 1st client
p, = Proportion of incorrect transaction for 2nd client
p, = Proportion of incorrect transaction for 3rd client
p, = Proportion of incorrect transaction for 4th client
Let

Hy o p=p,=P,=Pp,

H, : All proportionsare not the same.

The observed datain the problem can berewritten as:

Transactions Client 1 Client 2 Client 3 Client 4 Total
Incorrect transactions 21 25 30 40 116
Correct transactions 59 75 60 70 264
Total 80 100 Q0 110 380

An estimate of the combined proportion of theincorrect transactionsunder the
assumption that the null hypothesisistrue:

21+25+30+40 _ 116
P = 80+100+90+110 380

=0.305

Combined proportion of the correct transaction
1-p=1-0.305=0.695

o)
1]
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Using the above, the expected frequencies corresponding to thevariouscellsare
computed as shown below:

Transactions Client 1 Client 2 Client 3 Client 4 Total
Incorrect 80x0.305=24.4| 100x0.305= 90 x 0.305 = 110 x 0.305 = 33.55 1159
transactions 30.5 27.45

Correct 80x0.695=55.6 | 100x 0.695= 90 x 0.695 = 110 x 0.695 = 76.45 264.1
transactions 69.5 62.55

Total 80 100 90 110 380

Infact, the sum of each row/columnin both the observed and expected frequency
tables should bethe same. Here, abit of discrepancy isfound because of the rounding of
theerror. It can be easily verified that the expected frequenciesin each cell would be

R C
thesameusingtheformulag; = # asalready explained. Now the val ue of the chi-

sguare statistic can be calculated as:

(O;- E))? _(21- 24.4y L (25- 30.5) L (30- 27.45)? (40~ 33.55)?
E, 24.4 30.5 27.45 33.55

[

é &
c?2 =—aa

=1 j=

-

L(59- 55.6) L(5- 69.5) L (60- 62.55) L (70- 76.45)?
55.6 69.5 62.55 76.45
0.474+0.992 + 0.237 + 1.240 + 0.208 + 0.435 + 0.104 + 0.544
= 4234
Degrees of freedom (df)=(2-1)x (4-1)=3

Thecritical value of the chi-square with 3 degreesof freedom at 5 per cent level
of significance equals 7.815. Sincethe samplevalue of c2islessthan thecritical vaue,
thereisnot enough evidenceto rgect thenull hypothess. Therefore, thenull hypothesis
isaccepted. Therefore, thereisno significant differencein the proportion of incorrect
transaction for thefour clients.

6.6 SUMMARY

- A hypothesisisan assumption or astatement that may or may not betrue. The
hypothesisistested on the basi sof informati on obtained from asample. Hypothesis
testsarewidely used in businessand industry for making decisions.

- Hrst gepisto establish the hypothesisto betested. Asitisknown, these statistical
hypothesesare generally assumptionsabout the val ue of the population parameter;
the hypothesis specifies a single value or arange of values for two different
hypothesesrather than constructing asingle hypothesis.

- Thenull hypothes sisthe hypothesisof the population parameter taking aspecified
value. In case of two populations, the null hypothesisisof no differenceor the
differencetaking aspecified value.

- The hypothesis that is different from the null hypothesis is the aternative
hypothes's. If the null hypothesisH, isre ected based upon thesampl einformation,
the aternative hypothesisH, isaccepted.

- Thehypothesismay be rejected or accepted depending upon whether the value
of thetest statistic fall sin the rgj ection or the acceptance region. Management



decisionsare based upon the statistical decision of either rejecting or accepting Test of Significance and
thenull hypothesis. Analysisof Variance (ANOVA)

- The use of dependent sample enablesusto perform amore preciseanaysisasit
allowsthe controlling of extraneousvariables. Thedifferenceisthat we convert
the problem from two samplesto aone-sampl e problem.

- Thetechnique of ANOVA becomeshandy asit helpsto comparethe differences
among themeansof al the populationss multaneoudly.

- R.A. Fisher developed the theory concerning ANOVA. The basic principle
underlying thetechniqueisthat thetotal variation in the dependent variableis
broken into two parts—one which can be attributed to some specific causes and
the other that may be attributed to chance.

- Theonewhichisattributed to the specific causesiscalled the variation between
samples and the one which is attributed to chance is termed as the variation
withinsamples.

NOTES

- Ingeneral, the ANOVA techniquesinvestigate any number of factorswhich are
supposed to influence the dependent variable of interest. It isalso possibleto
investigate the differencesin various categories within each of thesefactors.

- INANOVA, the dependent variablein questionismetric (interval or ratio scale),
whereastheindependent variablesare categorical (nominal scale).

- In ANOVA, it is assumed that each of the samples is drawn from a normal
popul ation and each of these popul ationshasan equa variance. Another assumption
that ismadeisthat all thefactorsexcept the one being tested are controlled (kept
constant).

- Completely randomized design invol vesthetesting of the equality of means of
two or more groups. In this design, there is one dependent variable and one
independent variable.

- The population means (M), standard deviation (s) and proportion (p) arecalled
the parameters of adistribution. These testswere based on the assumption that
the population(s) from wherethe sampleisdrawnisnormally distributed. The
test on the parameterslike mean, standard deviation and proportion are called
parametric tests.

- Non-parametric tests can often be applied to the nominal and ordinal datathat
lack exact or comparable numerical values.

- Themajority of theapplicationsof chi-square (c?) arewith thediscretedata. The
test could also be applied to continuous data, provided it isreduced to certain
categories and tabulated in such away that the chi-sguare may be applied.

6.7 KEY TERMS

- Null hypothesis: The hypothesesthat are proposed with theintent of receiving
argectionfor them arecalled null hypotheses

- Alter native hypotheses: Rejection of null hypotheses|eadsto the acceptance
of aternative hypotheses

- One-tailed and two-tailed tests: Atestiscalled one-sided (or one-tailed) only
if thenull hypothesis getsrejected when avalue of thetest statistic fallsinone
specifiedtail of thedistribution
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6.8 ANSWERS TO ‘CHECK YOUR PROGRESS’

1. A hypothesisisan assumption or astatement that may or may not betrue.
2. Thebasisof hypothesistestingistheinformation obtained from asample.

3. TheANOVA techniqueinvestigatesany number of factorswhich are supposed
toinfluence the dependent variable of interest.

4. The completely randomized designinvolvesthetesting of the equality of means
of two or more groups.

5. The population means (), standard deviation (s) and proportion (p) areknown
asthe parametersof distribution.

6. Thetestson the parameters, like mean, standard deviation and proportion are
called parametrictests.

6.9 QUESTIONSAND EXERCISES

Short-Answer Questions

1. What isnull hypothesis?
2. What isprobability approach?
3. Namethefieldswhere ANOVA techniqueisused.

Long-Answer Questions
1. What ishypothesis? Describethe stepsthat arefollowed in testing of ahypothes's.

2. Explaintheone-way and two-way ANOVA techniques.

3. Discussthe advantages and disadvantages of parametric and non-parametric
tests.

6.10 FURTHER READING
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Saunders, Mark, Adrian Thornhill and Philip Lewis. 2009. Research Methods for
Business Sudents, 5th edition. New Jersey: Pearson Education.

Levin, Richard 1. 1984. Satisticsfor Management, 3rd edition. United States: Prentice-
Hall.
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7.0 INTRODUCTION

Inthisunit, you will learn about the various methods of report writing. A research study
isatedioustask and callsfor exhaustiveinvestigation onthe part of theresearcher. This
quite often leadsto accumulation of bulk dataobtained from the research study. Evenif
the concerned study resultsin brilliant hypotheses or a generalized theory, it isthe
responsibility of the researcher to format this bulk study into an easy-to-understand
pattern or format.

You will also learn about written and oral reports that are necessary for data
representation. Writing areport isacreative activity that requiresalot of imagination,
effort and patiencein order to makeit effective. It isimpossiblefor an organization to
progresswithout effective written reports, asmost business activitiesrequire sending
lettersand reports. Effective oral reportsinvolve communicating ideas verbally to the
listener. An oral report savestime and buildsahealthy atmospherein an organization by
bringing the employees closer to each other. Finally, you will learntheroleof IT in
research. Computers have avery important role to play in research activities. It has
become an essential tool for research whether it isfor academic purposeor for commercia

purpose.

7.1 UNIT OBJECTIVES

After going throughthisunit, youwill beableto:
- Discusstheimportance of aresearch report
- Explain the precautionstaken whilewriting research report
- Explainthevarioustypesof reportsused in research
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- Discussthe advantages and di sadvantages of varioustypes of reports
- Explainthesignificance of oral presentation

7.2 RESEARCH REPORT: AN OVERVIEW

Insmpleterms, aresearch report describesthefindingsof someindividua or agroup of
individuals. It gives an account of something seen, heard, done, etc. Thefindings may
compriseinformation, such asdata, surveys, resol utionsor policies, onwhich the concerned
individua or individua shaveto submit their reports about the proceedingsaong with the
relevant conclusions.

A report can be defined as awritten document which presents the information in a
specidized and concise manner. For example, alist of empl oyees prepared by the human
resource department for salary distribution can betermed asareport. In other words, a
report istheinformation presented in alogical and concise manner.

The preparation and presentation of aresearch report isthe most important part
of the research process. No matter how well designed aresearch study is, itisof little
value, unless communicated effectively to othersin the form of a research report.
Moreover, if the report were confusing or poorly written, then the time and effort spent
on gathering and analysing the data would be wasted. It is, therefore, essential to
summarize and communicate the result to the management of an organization with the
help of an understandable and | ogical research report.

Research reports are helpful during the research study, in the sense that they
facilitate the maintenance of vast datain alogical way. Thus, in case a researcher
experiencesany difficulty during the course of the study, it becomeseasier torefer to
the contents of thereport to get the relevant data. Research report writing essentially
involvesthe systematic arrangement of data. Thishelpsin discovering flawsinreasoning,
which may have been missed earlier while conducting the research.

7.2.1 Format of a Research Report

Thelayout of aresearch report isof utmost importance because the reader should be
abletograsplogically, what hasbeen said and not feel lost inthe bulk findingsmentioned
intheresearch. Thisrequires preparing aproper layout of thereport. Thereport layout
means allotting the research findingsin acomprehensible format. Thelayout should
containthefollowing points.

- Preliminary Pages: In the preliminary pages, the report should carry a “title’
and a “date,” followed by the acknowledgements in the form of ‘Preface’ or
‘Foreword.” The ‘Table of Contents’ should come next, followed by a “list of
Tablesand Illustrations.” This entails readers to an easy reading and quick location
of therequiredinformation.

- Main Text: Themain text comprisesthe complete outline of the research report
withall thedetails. Thetitle of theresearch study isrepeated at thetop of thefirst
page of the main text, and then follow the other details on the pages numbered
consecutively, beginning with the second page. The main text can beclassified
intothefollowing sections.

0 Introduction: Thepurposeof introductionistointroduce theresearch projects
tothereaders. It should clearly state the objectivesof research, i.e., it should



make clear, why the problem was considered worth investigating. A brief
summary of other relevant research can beincluded aswell, to enablereaders
to seethe present study in that context.

0 Methodology Usedfor Performing the Sudy: Theintroduction should contain
answersto questionslike how the study was carried out, what wasthe basic
design, what werethe experimental directions, what questionswereaskedin
the questionnaires used, etc. Besidesthis, the scope and limitations of the
study must be marked out.

o Satement of Findingsand Recommendations: A research report should
compriseastatement of findings and recommendationsin anon-technical
language sothat it iseasily comprehensible.

0 Results A detailed presentation of thefindings of the study, with supporting
datainthetabular forms, alongwith thevalidation of results, should be given.
Thissection should contain statistical summariesand deductions of thedata
rather than the raw data. There should be alogical sequence and sectional
presentation of theresults.

0 Implicationsof theResult: Researchersshould writedowntheir resultsclearly
and precisaly, again at theend of themain text. Theimplicationsderived from
theresultsof the research study should be stated in research plan. Thereport
should dso mention the conclus on drawn from thestudy, which should beclearly
related to the hypothes sstated in theintroductory section.

0 Summary: The next step isto conclude the report with a short summary,
mentioningin brief theresearch problem, the methodol ogy, themajor findings
and the mgjor conclusionsdrawn from the research results.

o EndMatter: The end of the research report should consist of appendices,
enlisted in respect of al technical data, such as questionnaires, sample
information, mathematical derivations, etc. The Bibliography of thereferred
sourcesand anindex should aso begiven.

7.2.2 Seps in Writing Research Reports

Research reports are generated from a measured, thorough, accurate and inductive
work. Thereisno such particular format suitable for report writing. The usual stepsto
be pursued whilewriting reportsare asfollows:

- Logical Analysisof the Subject Matter: Thisisthefirst stepinreport writing
that concentrates on the devel opment of asubject. A subject can be developedin
two ways:

(1) Logical Development: This is based on the mental connections and
associ ations between two things, such asthelunar eclipse and the shadow
of the earth on the moon, and is performed by means of analysis. The
logical treatment often cong stsof devel oping the material fromthesmplest
possibleto the most complex structures.

(i) Chronological Development: Thisisbased on aconnection or asequence
inrelation to time. Usually, directions concerned with doing or making
something follow inthechronological order.

- Preparation of theFinal Outline: According to S.M. Elliot, ‘Outlinesarethe
framework upon which long written works are constructed. They are an aid
to thelogical organization of the material and a reminder of the pointsto be
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stressed inthereport.” It is thus, the next step after logical analysis in writing
reports, and facilitatesthe basic designing of areport.

- Preparation of Rough Dr aft: Thisisthemost important step when the researcher
startsto jot down all that he/she hasdonein the context of hisher research study.
It comprises information about the procedure adopted in collecting data, the
technique of analysisused, thefindingsand generalizationsoffered alongwith the
severd limitationsencountered.

- Rewritingand PolishingtheRough Draft: Thisisthe most difficult step of all
formal writing. Whilerewriting and polishing, the researcher should check the
report for linguistic and informative weaknessesfrom the point of view of logical
development. He/She should also check if the material presented has unity and
cohesion. Theresearcher should al so concentrate on being consistent in therough
draft.

- Preparation of the Final Bibliography: The next task isto prepare thefinal
bibliography. Bibliography isgenerally appended to theresearch report. Itisalist
of booksrelevant to theresearch, which hasbeen referred and should includethe
names of all those works, which the researcher hasreferred. The bibliography
should beintheal phabetical order and may bedividedintotwo parts: thefirst part
maly contai n the names of books and pamphl etsand the second part may contain
the names of magazine and newspaper articles. The entriesin bibliography can
berecorded inthefollowing order:

For books, the order should be:

0 Nameof author, last namefirst

o Title, underlinedtoindicateitalics

0 Place, publisher and dateof publication

0 Number of volumes

For magazines and newspapers, theorder is:

Name of theauthor, thelast namefirst

Titleof articlein quotation marks

Nameof periodical underlinedtoindicateitalics

Thevolumeor volumeand number

Thedate of theissue

0 Thepagination

- WritingtheFinal Draft: Thisconstitutesthelast step of thereport writing. The
final draft should have aconciseand objectivewriting style and should usesmple
language. It should avoid using vague expressions, such as ‘it seems’, “there may
be’ and ‘like.” The researcher must also avoid abstract terminology and technical
jargon. Illustrations and examples, based on common experience, must be
incorporated inthefinal draft, asthey can effectively communicatetheresearch
findingsto others. A research should beinteresting and motivating and should be
original. A report is an attempt to solve some intellectual problem and must
contributeto the sol ution of aproblem. It should add to the knowledge of boththe
researcher and the reader.

O O O O o

7.2.3 Mechanics of Writing Research Reports

There are several methods of writing a research report, which are strictly followed for
preparing reports. Thefollowing pointsshould be cong dered for writing aresearch report:



- Sizeand Physical Design: Themanuscript, if handwritten, should bein black or
blue ink and on unruled paper of 8% x 11-inch size. A margin of at least
1¥2inchesisset at theleft sdeand Y2inch at theright side of the paper. Thetop
and bottom margins should be of 1inch. If the manuscript isto betyped, thenal
typing should be double-spaced and on one side of the paper, except for the
insertion of long quotations.

- Layout: According to the objective and nature of the research, thelayout of the
report should be decided and followed in aproper manner.

- Quotations: Quotationsshould be punctuated with quotation marksand double
spaces, forming an immediate part of the text. However, if aquotation istoo
lengthy, then it should be single-spaced and indented at |east %2inch to theright of
thenormal text margin.

- Footnotes. Footnotes are meant for cross-references. They are placed at the
bottom of the page, separated from thetextual material by aspaceof ¥2inchasa
linethat isaround 1¥2-inch long. Footnotes are alwaystyped in asingle space,

though they are divided from one another by double space.

- Documentation Style: Thefirst footnote referenceto any givenwork should be
complete, giving al essential factsabout the edition used. Such footnotesfollow a
genera sequence and order as mentioned below:

0 Incaseof thesinglevolumereference:
= Author’s name in normal order
= Titleof work, underlinedtoindicateitalics
» Placeand date of publication
= Page number reference
For example:

John Gassner, Master sof the Drama, New York; Dover Publications, Inc.1954,
p.315.

0 Incaseof multi-volumereference:
= Author’s name in the normal order
= Titleof work, underlinedtoindicateitalics
» Placeand date of publication
= Number of volume
= Page number reference
For example:

George Birkbeck Hill, Life Of Johnson, June 2004, Whitefish, Volume 2,
p.124.

0 Incaseof worksarranged aphabetically:

= For worksarranged al phabeti cally such asencyclopaediasand dictionaries,
no page reference is usually needed. In such cases, order isillustrated
according to the names of thetopics

= Name of theencyclopaedia

= Number of theedition

For example:

“Salamanca”, Encyclopaedia Britannica, 14th Edition.
0 Incaseof periodicalsreference:

Report Writing

NOTES

Self-Instructional Material 255



Report Writing

NOTES

256 Sdf-Instructional Material

= Name of theauthor in normal order

= Titleof article, inquotation marks

= Nameof periodical, underlinedtoindicateitalics
= Volume number

» Dateof issuance

= Pagination

For example:

P.V. Shahad, “Rajesh Jain’s Ecosystem,” in Business Today, VVol.14, December
182005, p.28.

0 Incaseof multipleauthorship:

If there are more than two authors or editorsthen in the documentation, the
name of only the first is given and the multiple authorship isindicated by
“etal.” or “and others”.

= Author’s name in normal order

= Titleof work, underlinedtoindicateitalics

» Placeand date of publication

= Pagination references

For example:

Alexandra K. Wigdor, Ability Testing: Uses, Consequences and
Controversies, 1981, p.23

Subsequent referencesto the samework need not be asdetailed as above. If thework
iscited again without any other work intervening, it may beindicated asibid, followed
by acommaand the page number.

- Punctuationsand Abbreviationsin Footnotes: Punctuations concerning the
book and author names have already been discussed. They are genera rulesto
be strictly adhered. Some English and Latin abbreviations are often used in
bibliographiesand footnotesto eliminate any repetition.

Table 7.1 showsthevarious English and Latin abbreviationsused in bibliographiesand
footnotes.

Table 7.1 English and Latin Abbreviations used in Bibliographies and Footnotes

Abbreviations M eaning
Anon., Anonymous
Ante., Before
Art., Article
Aug., Augmented
bk., Book
bull ., Bulletin
cf., Compare
ch,, Chapter
col., Column
diss., Dissertation
ed., editor, edition, edited
ed. cit., edition cited
eg. Exempli gratia: for

example

Contd...



eng., Enlarged

eta., and others

et %q., é seguens. and the
following

ex., Example

fff., figure(s)

fn., Footnote

ibid., ibidem inthe sameplace

id., idem, the same

ill, illus, or illustrated, illustreti on(s)

ilust(s)

Intro., intro., introduction

[, 1., ling(s)

[ oc.cit., in the pl ce cited; used
as op.cit.,

MS., MSS, Manuscript(s)

N.B. nota bene notewell

n.d., no date

n.p., no place

no pub., no publisher

no(s) ., number(s)

0.p, out of print

op.Cit: in the work cited

p.pp page(s)

passim: hereand there

Post: After

rev., Revised

tr., trans,, trand ator, trandated,
trandation

vid or vide: e, refer to

viz., Namely

val. or vol(s) ., vol ume(s)

VS, VErsus., Against

- Use of Statistics, Charts and Graphs: Statistics contribute to clarity and
simplicity inareport. They are usually presented in the form of tables, charts,
bars, line-graphsand pictograms.

- Final Draft: It requirescareful scrutiny with regard to grammar errors, logical
sequence and coherencein the sentences of the report.

- Index: Anindex actsasagood guideto the reader. It can be prepared both as
subject index and author index giving names of subjects and names of authors,
respectively. The names arefollowed by the page numbersof thereport, where
they have appeared or been discussed.

7.2.4 Precautions for Writing Research Reports
A researchreport isameansof conveying theresearch study to aspecific target audience.
Thefollowing precautions should be taken while preparing aresearch report:

- It should belong enough to cover the subject and short enough to preserveinteres.
- It should not be dull and complicated.
- It should be simple, without the usage of abstract termsand technical jargons.
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- It should offer ready availability of findingswith the help of charts, tablesand

graphs, asreadersprefer quick knowledge of main findings.

- Thelayout of thereport should bein accordance with the objectives of theresearch

study.

- Thereshould beno grammatica errorsand writing should adhereto thetechniques

of report writing in case of quotations, footnotes and documentations.

- Itshould beorigina, intellectual and contribute to the solution of aproblem or add

knowledgeto the concernedfield.

- Appendices should beenlisted with respect to all thetechnical datain thereport.
- It should be attractive, neat and clean, whether handwritten or typed.
- Thereport writer should refrain from confusi ng the possessive form of theword

‘it”iswith ‘it’s.” The accurate possessive form of ‘it is”is “its.” The use of “it’s’ is
the contractive form of ‘it is.’

- Areport should not have contractions. Examples are “didn’t’ or “it’s.” In report

writing, it isbest to usethe non-contractiveform. Therefore, the exampleswould
be replaced by ‘did not”and ‘it is.” Using ‘Figure’ instead of ‘Fig.” and ‘Table’
instead of “Tab.” will spare the reader of having to translate the abbreviations,
whilereading. If abbreviationsare used, use them consistently throughout the
report. For example, do not switch among “versus,” and ‘vs’.

- Itis advisable to avoid using the word “very’ and other such words that try to

embellish adescription. They do not add any extrameaning and, therefore, should
be dropped.

- Repetition hamperslucidity. Report writersmust avoid repesating the ssmeword

morethan oncewithin asentence.

- When you use the word ‘this’ or ‘these” make sure you indicate to what you are

referring. Thisreducesthe ambiguity inyour writing and hel psto tie sentences
together.

- Do not use the word “they’ to refer to a singular person. You can either rewrite

the sentence to avoid needing such a reference or use the singular ‘he or she.’

7.3 TYPES OF RESEARCH REPORT

Researchreportsare designed in order to convey and record theinformation that will be
of practical usetothereader. Itisorganizedintodistinct unitsof specificand highlyvisible
information. Thekind of audience addressed in the research report decidesthe type of
report. Research reports can be categorized on thefollowing basis:

- Onthebasisof information
- Onthebasisof representation

7.3.1 Classification on the Basis of Information

Following arethe waysthrough which the results of the research report can be presented
onthebasisof information contained:

- Technical Report: Atechnical report iswritten for other researchers. Inwriting

thetechnical reports, theimportanceismainly given to the methodsthat have
been used to collect theinformation and data, the presumptionsthat are made and



finally, the various presentati on techniquesthat are used to present thefindings Report Witing
and data. Following aremain features of atechnical report:

0 Summary: It coversabrief analysisof thefindingsof theresearchinavery
few pages.

o Nature: It contains the reasons for which the research is undertaken, the
analysisand thedatathat isrequired in order to prepare areport.

0 Methods employed: It contains a description of the methods that were
employed in order to collect thedata.

o Data: It coversabrief analysisof the various sourcesfrom which the data
hasbeen collected with their features and drawbacks.

o Analysisof data and presentation of thefindings: It containsthe various
formsthrough which the data that has been analysed can be presented.

o Conclusions: It containsabrief explanation of findingsof theresearch.

0 Bibliography: It containsadetailed analysisof thevariousbibliographiesthat
have been used in order to conduct aresearch.

o0 Technical appendices: It containsthe appendicesfor the technical matters
and for questionnairesand mathematical derivations.

0 Index: Theindex of thetechnical report must be provided at the end of the
report.

- Popular Report: A popular report isformulated when thereisaneed to draw
the conclusionsof the findings of the research report. One of the main points of
cons deration that should be kept in mind whileformulating aresearch report is
that it must be ssimple and attractive. It must be writtenin avery s mple manner
that isunderstandableto all. It must al so be made attractive by using large prints,
varioussub-headingsand by giving cartoons occasiondly. Following arethemain
pointsthat must be kept in mind while preparing apopular report:

o Findingsand their implications. While preparing a popular report, main
importanceisgiven to thefindingsof theinformation and the conclusionsthat
can bedrawn out of thesefindings.

0 Recommendationsfor action: If thereare any deviationsin thereport then
recommendationsare madefor taking corrective actionin order torectify the
errors.

0 Objectiveof thestudy: Inapopular report, the specific objectivefor which
the research has been undertaken is presented.

0 Methodsemployed: Thereport must contain the various methodsthat has
been employed in order to conduct aresearch.

0 Results: Theresultsof theresearch findingsmust be presented in asuitable
and appropriate manner by taking the help of chartsand diagrams.

0 Technical appendices: Thereport must contain an in-depth information used
to collect thedatain theform of appendices.

NOTES

7.3.2 Classification on the Basis of Representation
Following arethewaysthrough which theresults of the research report can be presented
onthe basisof representation:

- Writtenreport

- Oral report
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1. Written Report

A written report playsavital rolein every businessoperation. The manner inwhich an
organi zation writes business|etters and businessreports createsan impression of its
standard. Therefore, the organi zation should emphasi ze on the improvement of writing
skillsof theemployeesin order to maintain effective relationswith their customers.

Writing effective written reportsrequiresalot of hard work. Therefore, before
you begin writing, it isimportant to know the objective, i.e., the purpose of writing,
collection and organization of required data.

Guidelinesfor Writing an Effective Written Report: Writing areport isthe best
way to communicate, and often the only way to convey one’s ideas to others. Thus, it is
necessary that the writing should be effective. Toimprove the effectiveness of writing
areport, thefollowing are theimportant pointsthat should be kept in mind:

- Takebreaksin betweenwriting, asthisgivesyou thetimeto incubatetheideas.

- Start writing ashort manuscript first, and later adetailed one. Create an outline
and organize the completework.

- Makeachecklist of theimportant pointsthat are necessary to be covered inthe
manuscript.

- Focuson oneobjective at atime.
- Usedictionary and relevant reference materialsasand when required.

Principles of Writing a Report: To write auseful report, it isnecessary to follow
certain principles. Thefollowing principlesmust befollowed whilewriting areport:

- Principle of purpose: A report must have aclear and meaningful purpose that
can be converted into an effective management. A clear statement of the purpose
helps prepare a well-focussed report on which the management can work.
Specification of the purposeisimportant because:

0 Reportsaretheanalysisof factsand proposals.
0 Reportsaretherecord of aparticular businessactivity.

- Principleof organization: A report should bewell designed and well ordered.
Themanagerid plan of areport must include thefollowing:

Purpose of report.

Information required to beincluded in thereport.

Method used to collect/report data.

Summary of thereport.

Problemsand sol utions of the subject mentioned in thereport.

An appendix that describes and confirmsthe content and conclusion of the

report.

- Principleof brevity: Reportsshould be concise. It isessential because:

0 Longreportsarecostly.

0 Longreportsaredifficult to examine.

0 Longreportsareproneto disapproval, asthey seem insufficient.
0

Long reportsfocusontheirrelevant minor detail sthat may lead totheignorance
of mgjor points.

O O O 0O oo



- Principleof clarity: Reportsshould beclear. Clarity can bemaintained by using
smplelanguagefor writing thereport. New terms, if any, inthereport, should be
properly explained to avoid confuson.

- Principleof scheduling: Reports should be prepared at that timewhen thereis
no undue burden on the staff or when they have sufficient time to prepareit.
However, thetime period between the gathering of dataand generating finished
reports should not belong, asthe report may become outdated and uselessif itis
not completedintime.

- Principleof cost: While preparing reports, it isnecessary that the cost-benefit
analysisof the report should be done. A report should be minimum at costsand
maximum at the benefits. If the cost of preparation of thereportishigh but its
benefitislow, thenitisnot advisableto preparethat report.

Different Formats of Written Report: A written report can be written in various
formats, which areasfollows:

- Sraight-lineformat: Thisformat isused when theinformationisto be presented
inalphabetical, sequential or numerical orders. Thisformat isused to generate
descriptivereports.

- Building blocksformat: Thisformat isused when the information presented
leadsto some conclusion. Thereportinthisformat startswith abrief introduction,
containssomelogical factsand finally the conclusionsand recommendations.

- Inverted pyramidformat: Thereport inthisformat hasthe most important item
at thetop and theleast important item at thebottom. That is, itemsarelistedinthe
descending order with the most important item at thetop. Thisstyle of writing or
theformat isalso known asjournalistic styleor format.

2. Oral Report

Attimes, oral presentation of the resultsthat are drawn out of aresearch isconsidered
effective, particularly in cases where policy recommendations are to be made. This
approach provesbeneficid becauseit providesamedium of interaction between alistener
and aspesker. Thisleadsto abetter understanding of thefindingsand their implications.
However, the main drawback of oral presentation islack of any permanent records
related totheresearch. Oral presentation of thereport isa so effectivewhenit issupported
with variousvisual devices, such asdides, wall charts and white boardsthat helpin
better understanding of the research reports.

Advantagesof Oral Reports: Oral reportshelp in direct communication without any
delay. Thefollowing are some of the advantages of oral reports:

- It providesimmediate feedback to the parti cipants of the oral reports. Moreover,
participants can also ask for further clarification, elaboration and justifications.

- Itistimesaving.

- It helpsdevel op rel ati onship among employees by building heal thy atmospherein
anorganization.

- Itisaneffectivetool of persuasioninbusiness.
- Itiseconomical asit saveslarge amount of money spent on stationery.
- It provides speakerswith an opportunity to correct themsel ves on the spot.
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It hel ps speakersto immediately understand the reaction of the group that they
areaddressing.
Disadvantagesof Oral Reports: There are many disadvantages of the oral reports,
which areasfollows:

- Oral reports may not always be time saving. Sometimes, meeting between the
speaker and thelistener can continuefor very long timewithout any satisfactory
concluson.

- A listener of the oral report cannot alwaysretain the entire message.

- Messages in the oral reports do not have any legal validity, as they are not
documented.

- Oral reports may sometimes be misleading, if the thoughts of speaker are not
organized carefully.

- Lengthy oral messages may sometimes cause problems.

Principlesof Oral Reports: Oral reports should follow some principlesin order to
make the communi cation between the speaker and thelistener effective. Thefollowing
arethebasic principlesof ora reports:

- Itistheresponsbility of amanager toinform his’her subordinatesabout thetasks
that they haveto perform.

- Toobtainfull commitment of employeesfor achieving their objectives, al-important
informationthat directly or indirectly affectsthe objective should be communicated
to theempl oyees. Also, employeesshould be aware of the mattersthat arerel evant
totheir circumstances.

- Itistheduty of amanager to seetheinformation in the report communicated to
his'her subordinatesisclear and complete.

- Proper planning for theinformation flow should be done.

- Informationintheoral report should provide proper feedback that helpsmaintain
effectiveindugtrial relations.

7.4 ORAL PRESENTATION AND PRECAUTIONSIN
PREPARING ORAL PRESENTATIONS

Oncethefinal draft of theresearch report is prepared and documented, the last stageis
sharing thefindings and research implicationswith the client or interested audience.
Thisisusually doneorally and with the support of visua aids. The presentation that the
researcher might be making could be detailed for histeam membersor for an academic
audience. However, in case the presentationisfor the client or for abusinessaudience,
brevity and focus of the presentationiscritical . A thumb rulefor thisisnot to go beyond
20 minuteswith moretimefor question and answersand interactive discussion on the
findings

Regardlessof the audiencefor the presentation, themost critical aspect of the presentation
istwofold:

(&) Whoisthelistener?What does he/she seek from the presentation?

(b) What is the core of the briefing—is it background, or methodology, key findings
or decisiondirectionsthat thefindingsareindicating?



Once the researcher is clear on this, he needs to need to focus on three key

aspect

- Sudy Background: Thisshould be essentially 10-15 per cent of theentire
presentation. It should explain theimpetus behind the study asbriefly and with
suitableemphasisaspossible.
Sudy Findings: The major conclusions of the study need to be shared in
simple words and with appropriate supportive visuals or material. The
researcher must be able to demonstrate clearly the link between the study
objectivesand thefindings.

Sudy Implications: In case thiswas agreed upon between the researcher
and the client or was specified as a study objective by the researcher, this
section would bethe last section of the presentation. Thelink between what
wasfound and what issuggested must be clear to the audience. Theresearcher
may vary the discussion time between the earlier section and thisas45 per
cent each or 30-70 or 70-30, depending on the study objective, i.e., more
findingsor moreimplication oriented.

Assupportive material the researcher can make use of:

Handouts: These could beintheform of the primary questionnairedesigned
for the study or company brochures and other related secondary material.
They should be distributed to the audience when the presenter isreferring to
them.

Slides: These are created today with the help of computer programmes.
There are endless possibilities enhancing the material be presented and for
engaging the listener. The designing and creation of the material requires
considerable skill and careto ensurethat the presentation style should bethe
supportive aid for an effective delivery and not a showcase of the computer
graphics that the researcher is well versed with. Too much clutter and a
random mix of text and graphics should be avoided. Animation of the datain
synchronizationwiththevocal delivery makesthe presentation moreforceful.

Chalkboar dsand Flipcharts: Theseareadditional visua aidsthat could be
kept as standby for the question-and-answer session when an idea might
haveto be highlighted or demonstrated in the response of some query raised
by thelisteners. However, use of these means during an active presentation
should be avoided asthey necessitate the presenter to be engaged with the
medium at the cost of losing contact with thelistener.

Video and Audio Tapes: Again, these are supportive materia sthat can be
used to emphasize apoint.

Theworld has become smaller as aconsequence of technological innovations
that make dissemination of knowledge seem like child’s play. Thus, the significance of
communication and presentation of thislearning cannot be overemphasized.

Through ora presentati ons, research findings can be communicated in an dynamic
and interactive way. At times, oral presentationsare to be made to thosewhowishto
take decisonsonthebasisof thefindingsof astudy. Policy makers are such audiences.
They wish to see and hear the results of a study for quick understanding and easy
decison-making. Itisalwaysnecessary for awritten report to be circul ated, beforethe
oral presentationismade.
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Key to effective oral presentations:
- Haveliberal useof visual aids.
- Usecolour generoudly to highlight features.
- Have pointed effective captionsandtitleswith thedides.
- [llustrate with graphicswherever possible.
- Havebold fontsto show conclusions, implications, etc.

How to retain listener/viewer attentionin anoral presentation:
(1) Beginwithananecdote, experienceor anillustration.

(i) Present the key aspects of the study.
(i) Identify 3to5major pointsto be madeduring thetalk.
(iv) Connectidess, logically and proceed.
(v) Giveexamplesasyou proceed.
(vi) Make eye contact with the audience, always.

(vii) Modulateyour voicethroughthetalk.

(viii) Usebody languageto good effect.
(iX) Bemindful of thetimeallotted.

(x) Endonastrong note (Ieavethe audience with athought or an application of
theresults).

(xi) Alwaysbeavailablefor taking questions.
(xii) Never forget to add adash of humour inyour presentation.

(xii) Alwayshave aspeaking outlinein front of you and the rest can be onthe
projection screen.

7.5 ROLE OF IT IN RESEARCH

Computershave avery important roleto play in research activities. It hasbecomean
essential tool for research whether it isfor academic purposeor for commercia purpose.
You canfind al kindsof information on the Internet and you can even discussresearch
problemswith people around the world. Computers have led the way to aglobalize
information portal that isthe World WideWeb. By using WWW we can conduct primary
as well as secondary research on a massive scale. Various computer programs and
applications have eased our way into compiling our research process. For example, MS
officetoolshelp usto organize dataand handle quantitative aswell asqualitative data.
Inferenceand analysisisal so easier to make by using acomputer.

The purpose of any dataanaysisprocedureisto condenseinformation contained
inabody of datainto aform that can be easily comprehended and interpreted. Inits
most simpleform, such analysiscould appear asachart or some other visual display of
information. The more complex forms, however, require computersto help uscompl ete
analysis in a timely and accurate fashion. Computers are extremely useful for the
processing of large quantities of dataand reducing datato more manageable and easily
understood forms. Thustheimportance of computersin scientific researchisexceptionally
high and the use of acomputer can help scientific researchimmensely. Itisan amost
invaluableand pricelesstool. There are many reasonswhy computersare so important
inscientific research. Following are some of the main reasons:

Speed: Although cal culations can be done by ahuman being, but acomputer can
processnumbersand informationin avery short space of time. Thismeansthat computer



computes the result more accurately and fast, thus saving the time of researchers so
that they get more timeto complete and conduct further researches.

Accuracy: Computers are incredibly accurate and a calculation or piece of
research that is very difficult to calculate by a human can be processed easily by a
computer, delivering flawlessaccuracy. Accuracy isof theutmost importancein scientific
research asawrong cal culation could result in an entire proj ect/research piece being
filledwithincorrect information.

Or ganization: When researching science, you can often beflooded with different
piecesof information, cal culationsand notes, and with acomputer, you are ableto stock
it all efficiently and safely. By using simple folders, word processors and computer
programs, you can store millionsof pages of information, which are stored safewithin
the computer. Thisisamethod that iss gnificantly more productive and safer thanusing
apaper filing systeminwhich anything can be easily misplaced, therefore disrupting
research.

Consistency: Asacomputer isamachine, it cannot make mistakes through
‘tiredness’ or “fatigue’ or ‘lack of concentration” which humans can sometimes suffer
withwhenworking. Thistrait alone makesthe computer exceptionally important tothe
world of scientific research.

7.6 SUMMARY

- A research report should comprise astatement of findingsand recommendations
inanon-technical language so that it iseasily comprehensible.

- A detailed presentation of thefindings of the study, with supporting datain the
tabular forms, along with the validation of results, should begiven.

- Researchers should write down their resultsclearly and precisely, again at the
end of the main text. Theimplicationsderived from the results of theresearch
study should be stated in research plan.

- Research reportsare generated from ameasured, thorough, accurate and inductive
work. Thereisno such particular format suitablefor report writing.

- Themanuscript, if handwritten, should bein black or blueink and on unruled
paper of 8%2% 11-inch size. A margin of at least 1%2inchesis set at theleft side
and ¥2inch at theright side of the paper.

- Thefirst footnote reference to any given work should be complete, giving all
essential factsabout the edition used.

- Punctuationsconcerning the book and author names have aready been discussed.
They are general rulesto be strictly adhered.

- Statigticscontributeto clarity and smplicity inareport. They areusualy presented
intheform of tables, charts, bars, line-graphsand pictograms.

- Inindex acts asagood guide to the reader. It can be prepared both as subject
index and author index giving namesof subjectsand namesof authors, repectively.

- A research report isameans of conveying theresearch study to aspecific target
audience.

- Research reportsaredesigned in order to convey and record theinformation that
will beof practical useto thereader. It isorganized into distinct unitsof specific
and highly visibleinformation.
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Check Your Progress

. What isthe significance of a
research report?

. Define the term report.

. How aretheresearch
reports helpful ?

. Why is the layout of
research report of utmost
importance?

. What does main text
comprises of in aresearch
report?

. How is the research report
generated?

. State one precaution that
should be taken while
writing research reports.

. What isthe significance of a
written report?
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- Atechnical report iswritten for other researchers. Inwriting thetechnical reports,

theimportanceismainly given to the methodsthat have been used to collect the
information and data, the presumptionsthat are made and finally, the various
presentation techniquesthat are used to present the findingsand data.

- A popular report isformul ated when thereisaneed to draw the conclusions of

thefindingsof the research report. One of the main pointsof consideration that
should be kept in mind while formulating a research report is that it must be
smpleand attractive.

- A written report playsavital rolein every business operation. The manner in

which an organization writes business | etters and business reports creates an
impression of itsstandard.

- Writing effective written reportsrequiresalot of hard work. Therefore, before

you beginwriting, itisimportant to know the objective, i.e., the purpose of writing,
collection and organization of required data.

- A report must have aclear and meaningful purposethat can be convertedinto an

effective management. A clear statement of the purpose helps prepare awell-
focussed report on which the management can work.

- Reportsshould be clear. Clarity can be maintained by using s mplelanguage for

writing thereport. New terms, if any, in thereport, should be properly explained
toavoid confusion.

- Reportsshould be prepared at that time when thereis no undue burden on the

staff or when they have sufficient timeto prepareit. However, the time period
between the gathering of dataand generating finished reportsshould not belong, as
thereport may become outdated and uselessif it isnot completed intime.

- A report should be minimum at costs and maximum at the benefits. If the cost of

preparation of thereport ishigh but itsbenefitislow, thenitisnot advisableto
preparethat report.

- Ord reportshel pindirect communicationwithout any delay. It providesimmediate

feedback to the participants of the oral reports. Moreover, participants can a so
ask for further clarification, elaboration and justifications.

- Oral reports may not always be time saving. Sometimes, meeting between the

speaker and thelistener can continuefor very long timewithout any satisfactory
concluson.

- Oral reportsshould follow some principlesin order to make the communication

between the speaker and the listener effective.

- Theworld hasbecome smaller asaconsequence of technol ogical innovations

that make dissemination of knowledge seem like child’s play. Thus, the significance
of communi cation and presentation of thislearning cannot be overemphasi zed.

- Through oral presentations, research findings can be communicated inadynamic

and interactive way. At times, oral presentations are to be made to those who
wish to take decisions on the basi s of the findings of astudy. Policy makersare
such audiences.

- Computershaveavery important roleto play inresearch activities. It hasbecome

anesential tool for research whether it isfor academic purpose or for commercial
purpose. You can find al kinds of information on the I nternet and you can even
discussresearch problemswith peoplearound theworld.



- The purpose of any dataanalys sprocedureisto condenseinformation contained

inabody of datainto aform that can be easily comprehended and interpreted. In
itsmost smpleform, such analysiscould appear asachart or some other visual
display of information.

- When researching science, you can often be flooded with different pieces of

information, cal culationsand notes, and with acomputer, you are ableto stock it
all efficiently and safely.

- As a computer is a machine, it cannot make mistakes through ‘tiredness’ or

“fatigue’ or ‘lack of concentration’ which humans can sometimes suffer with
whenworking. Thistrait alone makesthe computer exceptionally important to
theworld of scientific research.

7.7 KEY TERMS

- Preliminary pages: In the preliminary pages, the report should carry a “title’ and

a ‘date,” followed by the acknowledgements in the form of Preface or Foreword

- Main text: Themain text comprisesthe complete outline of the research report

withal thedetails

- Logical development: Thisisbased onthemental connectionsand associations

between two things, such asthe lunar eclipse and the shadow of the earth onthe
moon, and is performed by meansof analysis

- Chronological development: Thisisbased onaconnection or asequencein

reaiontotime

- Nature: It containsthereasonsfor which theresearch isundertaken, theanalysis

andthedatathat isrequired in order to prepare areport

- Methodsemployed: It containsadescription of the methodsthat were employed

inorder to collect the data

7.8 ANSWERS TO ‘CHECK YOUR PROGRESS’

1

2.

A researchreport describesthefindingsof someindividua or agroup of individuals.
It givesan account of something seen, heard, done, etc.

A report can be defined asawritten document which presentstheinformationin
aspeciaized and concise manner.

Research reports are helpful during the research study, in the sense that they
facilitate the maintenance of vast datain alogical way. Thus, in case aresearcher
experiences any difficulty during the course of the study, it becomeseasier to
refer to the contents of thereport to get the rel evant data.

Thelayout of aresearch report isof utmost importance because thereader should
be ableto grasp logically, what hasbeen said and not fedl lost inthebulk findings
mentioned intheresearch.

The main text comprisesthe complete outline of the research report with al the
details. Thetitle of theresearch study isrepeated at the top of thefirst page of
themaintext, and thenfollow the other detailson the pagesnumbered consecutively,
beginning with the second page.
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work. Thereisno such particular format suitablefor report writing.

7. Research report should belong enough to cover the subject and short enough to
preserveinterest.

8. A written report playsavital rolein every business operation. The manner in
which an organization writes business | etters and business reports creates an
impression of itsstandard.
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7.9 QUESTIONSAND EXERCISES

Short-Answer Questions

1. Definetheterm research report.

2. Writeaformat of aresearch report.

3. What arethe stepsto write aresearch report?
4. What areora reports?

5. What isawrittenreport?

6. Statethe disadvantagesof oral report.

Long-Answer Questions

1. Describethe mechanism of writing research reports.

2. Discussthe precautionsthat must be taken whilewriting aresearch report.

3. Namethevarioustypesof research reports. Discuss each typein detail with the
help of examples.

4. Classify thereportson the basisof representation.

5. How can you prepare oral and written reports? Discussin brief.

6. Describetheroleof IT inresearch.

7.10 FURTHER READING
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Saunders, Mark, Adrian Thornhill and Philip Lewis. 2009. Research Methods for
Business Sudents, 5th edition. New Jersey: Pearson Education.
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Guidelinesfor Consiructing/Questionnaire

Criteriafor Questionnaire Designing

Thefirst and foremost requirement isthat the spelt-out research objectives must be
converted into clear questionswhich will extract answersfrom the respondent. Thisis
not aseasy asit sounds, for example, if onewantsto know something like what isthe
margin that a company givesto the retailer? This cannot be converted into a direct
guestion as no onewill give the correct figure. Thus, onewill haveto ask adisguised
question like may be a range of percentage estimates—2-5 per cent, 6-10 per cent, 11—
15 per cent, 16-20 per cent, etc., or the retailer might not go beyond a Yes, No or
‘industry standard’.

The second requirement is, likethe Toyotaquestionnaire, it should be designed to
engagetherespondent and encourage ameaningful response. For example, aquestionnaire
measuring stress cannot have avoluminous set of questionswhich fatigue the subject.
The questions, thus, should be non-threatening, must encourage responseand beclear to
understand. One needs to remember that the essential usage of the instrument isto
administer the sameto alarge base, thustheremust be clarity and interest that should be
part of the measureitself.

Lastly, the questions should be self-explanatory and not confusing asthen the
answersone gets might not be accurate or usablefor analysis. Thiswill bediscussedin
detail later, when we discussthe wording of the questions.

The basic requirement for a questionnaire is that spelt-out research
objectives must be converted into clear questions.

Types of Questionnaire

There are many different types of questionnaire available to the researcher. The
categorization can be done onthe basis of avariety of parameters. Thetwowhich are
most frequently used for designing purposes are the degree of construction or structure
and the degree of conceal ment, of theresearch obj ectives. Construction or formalization
refersto the degree to which the response category has been defined. Concealed refers
to thedegreeto which the purpose of the study isexplained or isclear to the respondent.

Instead of considering them asindividual types, most research studiesuseamixed
format. Thus, they will be discussed here asatwo-by-two matrix (see Table 1).

Table 1 Types of Questionnaire

FORMALIZED NON-FORMALIZED
Most research studies use The response categories
UNCONCEALED | e questionnaires like these have more flexihility
Used for assessing psychographic Questionnaires using projective
CONCEALED and subjective constructs techniques or sociometric analysis

Formalized and unconceal ed questionnaire: Thisisthe onethat isindiscriminately
and most frequently used by al management researchers. For example, if anew brokerage
firm wantsto understand the investment behaviour of the population under study, they
would structurethe questionsand answersasfollows:
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1. Doyou carry out any investment(s)?
Yes No
If yes, continue, else terminate.
2. Out of thefollowing options, wheredo you invest (tick all that apply).

Precious metals , real estate , stocks ,
government instruments , mutual funds :
any other

3. Who carriesout your investments?
Mysel f , agent , relative , friend
anyother .

In case the option ticked is self, please go to Q. 4, else skip.
4. What isyour source of information for these decisions?

Newspaper , iInvestment magazines , company records,
etc. , trading portals , agent

Thiskind of structured questionnaire is easy to administer, as one can see that the
guestionsare self-explanatory and, sncethe answer categories are defined aswell, the
respondent needsto read and tick theright answer. Another advantage with thisformis
that it can be administered effectively to alarge number of people at the sametime.
Datatabulation and dataanalysisisalso eas er to compute than in other methods.

Thisformat, asaconsequence of its predefined composition, isableto produce
relatively stableresultsandisreasonably highinitsreliability. Thevalidity, of course
would belimited asthe comprehens ve meaning of the constructsand variablesunder
study might not be holistic when it comesto structured and limited responses. In such
cases, variablesare made apart of the study and some open-ended questionsaswell as
adminigtration/additional ingtructions/probing by thefieldinvestigator could hel pin getting
better results.

Concealed questionnaire tries to reveal the latent causes of behaviour
which cannot be determined by direct questions. It maps basic values,
opinions and beliefs.

For malized and concealed questionnair e: Theresearch studieswhich aretryingto
unravel thelatent causesof behaviour cannot rely on direct questions. Thus, the respondent
hasto be given aset of questionsthat can givean indication of what arehisbasic values,
opinionsand beliefs, asthese would influence how hewould react to certain productsor
issues. For example, a publication house that wantsto launch a newspaper wantsto
ascertain what are the general perceptions and current attitudes about newspapers.
Asking adirect question would only reveal apparent information, thus, some disguised
attitudinal questionswould need to be asked in order toinfer this.

Pleaseindicateyour level of agreement with thefollowing statements:
SA - Strongly Agree; A—Agree; N —Neutral; D — Disagree; SD — Strongly Disagree



SA A N D Sb

1 Theindividud today is better informed about
everything than before.

2 | believe that one mug live for the day and
worry about tomorrow later.

3 Anindividual must a dl timeskeep abreast of
what ishappening in the world around him/her.

4 Books are the best friends anyone can have.

5 | generally read and then decide what to buy.

6 My lifestyleis  hectic that | do not have time
for reading the newspaper.

7 The advent of radio, tdevision and Internet
have made the traditional information sources-
like newspapers redundant.

8 A man/woman isknown by what he/she reads.

The logic behind these tests of attitude isthat the questions do not seemto bein a
particular direction and are apparently non-threatening, thusthe respondent givesan
answer whichwould beinthe general direction of higher attitudes.

The advantage of these questions is that since these are structured, one can
ascertain their impact and quantify the same through statitical techniques. Secondly, it
hasbeen found that psychographic questions|like these increase the subject coverage
andimprovethevalidity of theinstrument aswell. Most studiesinterested in quantifying
the primary response data make use of questionsthat are designed both asformalized
unconcesl ed and formalized conceal ed.

Unconstructed questions allow a respondent to express his/her attitude
in aliberated and uninhibited manner.

Non-formalized unconcealed: Some researchers argue that the respondent is not
really cognizant of hig/her attitude towards certainthings. Also, thismethod askshimto
givestructured responsesto attitudinal statementsthat essentially expressattitudesina
manner that the researcher or expertsthink isthe correct way. Thishowever might not
be the way the person thinks. Thus, rather than giving them pre-designed response
categories, it isbetter to give them unstructured questionswhere he hasthe freedom of
expressing himself theway hewantsto. Some examplesof thesekindsof questionsare
givenbelow:

1. What has been the reason for the success of the ‘lean management drive’ that
the organization has undertaken? Please specify FIV E most significant reasons
accordingtoY OU.

@
(b)
(©
(d)
(€)
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2. Why do you think Maggi noodles are liked by young children?

3. How do you generally decide on where you are going to invest your money?

4. Give THREE reasons why you believe that the Commonwealth 2010 Games
have hel ped the country?

The advantage of the method is that the respondent can respond in any way he/she
believesisimportant. For example, for thelast question, some people might respond by
stating that it has boosted tourism in the country and contributed to the country‘s economy.
Some might think it will encourage more international eventsto be heldin the country.
Some might also statethat it isnot agood ideaand the government should instead be
spending onimproving the cause of the people who are bel ow the poverty line.

Thus, one getsacomprehens ve perspective on what the construct/product/policy
means to the population at large; and at the micro level, what it meansto peoplein
different segments. The validity of these measuresis higher than the previous two.
However, quantification is alittle tedious and one cannot go beyond frequency and
percentages to represent the findings. The other problem is the researcher’s bias which
might lead to clubbing responsesinto categorieswhich might not be homogenousin
nature.

Non-for malized concealed: If the objective of the research study isto uncover socially
unacceptable desires and latent or subconscious and unconscious motivations, the
investigator makes use of questions of low structure and disguised purpose. The
presumption behind thisisthat if theargument, thesituation or questionisambiguous, it
ismost likely that therevelationit would result inwould be more rich and meaningful. In
Chapter 6, therewasadiscussion on projectivetechniques, thesekindsof questionnaires
are designed on the above-stated lines. The major weakness of these types of
questionnairesisthat being of alow structure, theinterpretation required ishighly skilled.
Cosgt, time and effort are additional elements which might curtail the use of these
techniques. A study conducted to measure to which segment should men’s personal

caretoiletries (especially moi sturizersand fairness creams) betargeted, theinvestigator
designed two typical bachelors’ shopping lists. One with a number of monthly grocery
productsaswell asthe norma maletoiletrieslike shaving blades, gel's, shampoos, etc.,
and the other list had the same grocery products and male toiletries but it had two
additional items—~Fair and Handsome fairness cream and sensitive skin moisturizer.

Thelist wasgiven to 20 young men to conceptuali ze/describe the person whoselist this
is. Theanswers obtained were asfollows:

List with Cream and M oisturizer List without Cream and M oigurizer

65 per cent said this person was good 10 per cent said thisman was good | ooking
looking

5 per cent said typicd male 39 per cent said 30 plus in age

25 per cent said a 20-year-old 90 per cent said rugged and manly

48 per cent said has a girlfriend 38 per cent said has a girlfriend

46 per cent said has aboyfriend No one spoke of boyfriend

26 per cent said spendthrift 21 per cent said thrifty

15 percent said ‘girly’ 32 per cent said norma Indian male




Thus, aswe can see, thenormal Indian adult maleisstill going to taketimeto include
beauty or cosmetic productsinto hisnormal personal care basket. Thus, itiswiser for
the marketeersto target the younger metrosexual malewho isaheavy spender.

In aschedule, theinterviewer reads out each question and makes a note
of the respondent’s answers.

Another useful way of categorizing questionnaires is on the method of
administration. Thus, the questionnairethat hasbeen prepared would necessitate aface-
to-faceinteraction. Inthis case, theinterviewer reads out each question and makesa
note of the respondent’s answers. This administration is called a schedule. It might
have amix of the questionnairetype asdescribed in the section above and might have
some structured and some unstructured questions. Theinvestigator might also havea
set of additional material like product prototypes or copy of advertisements. The
investigator might al so have apredetermined set of Sandardized questionsor clarifications
, Which he can use to ask questions like ‘why do you say that?” or ‘can you explain this
in detail’ ‘what |1 mean to ask is....... ” The other kind is the self-administered
guestionnaire, wherethe respondent reads all theinstructionsand questionson hisown
and records hisown statements or responses. Thus, al the questionsand instructions
need to be explicit and self-explanatory.

A self-administered qu- estionn- aire savestime, cost and manpower and
thus, it is advisable to use in case of alarge sample.

The selection of one over the other depends on certain study prerequisites.

- Population characteristics: Incasethe populationisilliterate or unabletowrite
the responses, then one must as a rule use the schedule, as the questionnaire
cannot be effectively answered by the subject himself.

- Population spread: In casethe sampleto be studied islarge and dispersed, then
one needs to use the questionnaire. Also when the resources avail able for the
study, time, cost and manpower arelimited, then schedul esbecome expensiveto
useand it isadvisableto use self-administered questionnaire.

- Sudy area: In caseoneisstudying asenstivetopic, like organizational climate
or quality of working life, where the presence of aninvestigator might skew the
answersinamorepostivedirection, thenit isbetter that one usesthe questionnaire.
However, in casethemotivesand feelingsare not well-devel oped and structured,
onemight need to do additiona probing andinthat caseascheduleisbetter. If the
objectiveisto explore conceptsor tracethe reaction of the sample population to
new ideasand concepts, ascheduleisadvisable.

Thereisanother categorization that isbased upon the mode of administration; this
would bediscussed in later sections of the chapter.

Questionnaire Design Procedure

Inthe earlier section, the researcher must have understood the great advantage he has
in case he uses a questionnaire for his research purpose. However, one of the most
difficult stepsinthe entireresearch processisdes gning awel l-structured instrument. A
number of scholars have attempted to create structured and sequential guidelinesto be
used by aresearcher, no matter what his/her interest area. While not following any
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particular school of thought, presented bel ow isastandardized processthat aresearcher
canfollow.

These, of course, might need to be modified depending upon the objectives of
research. The stepsareindicative of what one needsto accomplish, however, thefina
document that emerges and the effectiveness of the measure in extracting the study-
related information, dependsentirely upon theindividual understanding of theresearcher
tobeableto:

» Effectively and comprehensively list out the research information aress.

» Convert theseinto meaningful research questions.

* Understand and use thelanguage of the respondent.

The steps involved in the questionnaire design procedure are not
independent. In the actual conduction, there might be a simultaneous
involvement of some.

The stepsinvolved in designing aquestionnaire are asfollows (see Figure 1):
(1) Convert the research objectives into the information needed, (2) Method of
administering the questionnaire, (3) Content of the questions, (4) Motivating the
respondent to answer, (5) Determining thetype of questions, (6) Question design criteria,
(7) Determinethe questionnaire structure, (8) Physical presentation of thequestionnaire,
(9) Pilot testing the questionnaire, (10) Standardizing the questionnaire.

Convert the Research Objectives into the Infarmation Needed

Method of Administering the Cuestionnaire

Pilot Testing the Questicnnaire

Administering the Questionnaire

Fig. 1 Questionaire Design Process

Each of thesewould be discussed and illustrated in this section. Theresearcher
needsto remember that these are not independent steps, where one needsto finish the



first oneto go onto the next one and so on. Inthe actual conduction, theremight bea
simultaneous conduction of some and one might not be ableto draw clear cut boundaries
between them. Also at times, the researcher might have to backtrack and modify an
earlier task that he might have carried out.

Convert theresear ch objectivesinto information areas: Thisisthefirst step of
the design process. As stated in the flowchart, thisis the most critical stage and the
researcher/investigator isassumed to have done considerabl e exploratory work to have
crystallized objectives of the study. Thisisalso the stage that requiresformation of the
research design of the study. Thus, by thisstage one assumesthat one has achieved the
followingtasks:

* Spelt out clearly the specific research questionsthat the study will address.
» Converted these questionsinto statementsof objectives.

* Operationalized thevariablesto bestudied, i.e., the variablesunder study should
have been clearly defined.

* |dentified thedirection of therelation or any other assumption one makes about
thevariablesunder study intheform of ahypothesis.

» Specified theinformation needed for the study, in this case onewill look at the
information needed from the primary data source.

Once these tasks are accomplished, one can prepare atabled framework so that the
guestionswhich need to be devel oped becomeclear.

By thistime, the respondent would have al so devel oped aclear ideaabout the
group that he would need to study. Thus, the characteristics of the population which
might impact the constructs under study would also need to be studied in order toframe
appropriate questionson these. At thisstage, it might emerge that one needsto design
separate questionnairesfor the popul ationswhoseinputsareimportant, or have separate
set of questions for those with different stands on the stated criteria. This stepwise
processisexplainedinTable2.

Table 2 Framework for Identifying Needs

Resear ch Questions | Resear ch Obj ectives Variablesto be Infor mation Population
Sudied (Primary Required) | tobe
Sudied
Wha is the nature of | Toidentify the different | Usage behaviour Usesof plasticbags | Consumers
plastic bag usage uses of plastic bags. Demographic Disposd of plagic Retailers
amongs peopleinthe | Tofind out the method details bags
NCR (Nationd of disposd of plastic
Capital Region)? bags.
Tofind out who uses
plagic bags.
Tofind out wha is the
level of consciousness
that people have about
the environment.
Whét is the levd of Tofind out whether they | Environmental Respondent attitudes | Consumer
environment understand how plastic CONSCi OUSNESS. and perceptions Retailer
CONSCi ousness bags can be harmful to Effect of plastic bag | towardsthe
amongd them? the environment. usage environment
Toidentify strategiesto Per ception about the
discontinue plastic bag impact of plastic
usage. bagsonthe
environment
What measures can Corporation laws I ndicative measures | Policy
be taken to encourage (if any) forencouragingthe | maker
people not to use Attitudinal change | general public to Consumer
plastic bags? drategies discontinue use of Retailer
plastic bags
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NOTES

M ethod of administration: Oncetheresearcher hasidentified hisinformation area;
he needsto specify how the information should be collected. The researcher usually has
availableto him avariety of methodsfor administering the study. Themain methodsare
personal schedul e self-administered questionnaire through mail, fax, e-mail and web-
based. There aredifferent preconditionsfor using one method over the other. Also once
the decision has been taken about the method, one a so needsto design different ways
of asking the required information. Table 3 givesatempl ate the researcher can useto
take hisadministration decision and the kind of questionshe must ask. As can be seen,
alarger population can be covered by mail or fax. In casethe populationto bestudiedis
computer literate, itispossibleto usee-mail or web-designed surveys.

For asmaller popul ation and more complex or sengitiveissues, personal schedule
isadvisable. In computer-ass sted dissemination (CAPI and CATI), complex skip and
branching optionsare poss ble and randomi zation of questionsto eiminatetheorder bias
can be carried out with considerabl e ease. When the researcher wantsto have ahigher
control over theway the questionsare answered, i.e., the sequence and responsetime
for answering, he should be using the schedule. By sampling control we mean who
answers the questions. When one is interested in the decision maker’s thought process
and purchase process, onewould not like to go to those userswho might not alwaysbe
the buyers, for example the housewife buying toothpaste for atoothpaste eval uation
study isthe respondent and not her son who might be using the toothpaste but who s,
definitely, not the buyer. Sampling control, aswe can seg, is highest in schedule and
lowest in aWeb-based survey.

Table 3 Mode of Administration and Design Implications

Schedule Telephone | Mail/Fax E-mail Web-Basd
Administrative control high medium Low low low
Sensitive issues high medium Low low low
New concept high medium Low low low
Large sample low low High high high
Cost/time taken high medium Medium low low
Question structure ungructured | either gructured structured | dructured
Sampling control high high Medium low low
Regponse rate high high Low medium low
Interviewer bias high high low low low

Astheresearcher proceedsfrom one administration modeto another, thequestion
structure and instructions change. The major reason for thisisthe presence or absence
of theinvestigator. Thishasbeenillustrated in the example bel ow.



Administration Mode and Question Structure

Schedule

Now | am going to give you a set of cards. Each card will have the name of one
television serial (Handover the cards to the respondent in a random order). |
want you to examine them carefully (give her sometimeto read all the names). |
would request you to hand over the card which hasthe name of the serial you like
to watch the most. (Record the serial and keep this card with you). Now, of the
remaining nine serials, name your next most favourite serial (continue the same
process till the person isleft with the last card)

TV s=rid Rank Order
1. 1
2. |2
3 3
4. 4
5. 5
6. |6
7. 7
8. |8
9. |9
10. |10

Telephone Questionnaire

Pleaselisten very carefully; | am going to slowly read the names of ten popular TV
serias. | want to know how much you prefer watching them. You need tousea l
to 10 scale, where 1 means—I do not like watching it—and 10 means—I really like
watching it. For those in between you may choose any number between 1 to 10.
However, please remember that the higher the number, the more you like watching
it. Now, | am going to name the serialsone by one. In case the nameisnot clear, |
will repeat the list again. So, the serial’snameis . Please useanumber
between 1 to 10 as | had told you. Ok thank you, the next name is

And so ontill al the 10 names have been read out and eval uated.

Seia
1. | BalikaBadhu 1 2 3 4 5 6 7 8 9 10
2. | Sathiya 1 2 3 4 5 6 7 8 9 10
3. | Sasural Genda Phoadl 1 2 3 4 5 6 7 8 9 10
4. | Bidai 1 2 3 4 5 6 7 8 9 10
5. | Pathshala 1 2 3 4 5 6 7 8 9 10
6. | Bandini 1 2 3 4 5 6 7 8 9 10
7. | Lapataganj 1] 2]3]4]5]|6]7] 8] 9]10
8. | SajanGhar Jaana Hai 1 2 3 4 5 6 7 8 9 10
9. | Teeliye 1 2 3 4 5 6 7 8 9 10
10. | Uttaran 1 2 3 4 5 6 7 8 9 10
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Mail Questionnaire

In the next question you will find the names of ten popular Hindi serialsthat are
being aired on television these days. You are requested to rank them in order of
your preference. Start by identifying the serial which is your most favourite, to
thisyou may give arank of 1. Then fromthe rest of the nine, pick the second most
preferred serial and give it arank of 2. Please carry out this processtill you have
ranked all 10. The one you prefer theleast should have ascore of 10. You arealso
reguested not to give two serialsthe same rank. The basis on which you decide to
rank the serialsisentirely dependent upon you. Once again, you are asked to rank
all the10 serials.

Serial Rank Order

1 BalikaBadhu

2. Sathiya

3. Saaural Genda Phool

4. Bidai
5. Pathshala
6. Bandini

7. Lapataganj

8. Sajan Ghar Jaana Hai

9. TereLiye

10. Uttaran

The pattern of instructions and the response structure for fax, e-mail and web
surveys are similar. Thus, they have not been shown here separately.

Given the fact that the time of arespondent is precious, unlessaquestion
is adding to the data required for reaching an answer to the formul ated
problem it should not be included.

Content of the questionnaire: The next step, once the information needs and mode
of administration has been decided, i sto determinethe matter to beincluded asquestions
inthemeasure. The decision to include or not include certain questionsdependsupon a
certain criteria. Thus, the researcher needsto subject the questionsdesigned by himto
an objective quality check in order to ascertain what research objective/information
need the question would be covering before using any of the framed questions.

How essential isit to ask the question? In the course of the research study, the
researcher might formulateanumber of questionswhich hethinksaddresstheinformation
needs of the study. Sometimes the researcher might find a particular question very
intriguing or interesting and thusmight decideto includeitinthe questionnaire. However,
one needsto remember that the time of the respondent is preciousand it should not be
wasted. Unlessaquestion isadding to the datarequired for reaching an answer to the
formulated problem, it should not beincluded. For example, if oneisstudying the usage
of plastic bags, then demographic questions on age group, occupation, education and



gender might make sensebut questionsrelated to marital status, family sizeand the state
to which therespondent belongsare not required asthey have no direct relation with the
usage or attitude towards plastic bags.

Sometimes, to gauge the information needs, the researcher might have to ask
multiple questions, even though they might not seemto berelated directly totheresearch
objective. For example, instead of asking shopkeepers, who own ashop in ashopping
centre, whether they would in the near future open an outlet inamall, aset of questions
were asked to understand the retailers’ perception of shopping trends.

Pleaseindicateyour level of agreement with thefollowing statements:
SA - Strongly Agree; A—Agree; N — Neutral; D — Disagree; SD — Strongly Disagree

Compared to the Pag (5-10years) SA| A N D | SD

1 | Theindividua cusomer today shops nore

2 | The consume is wel l-informed about market offeings

3 | The consume knowswhat he/she warnts to buy before he enters the store

4 | The consume today has more money to spend

5 | There are more shopping opti onsavail abletothe consumer today

Therearealso times, especialy in salf-administered questionnaires, when onemay ask
someneutral questionsat the beginning of the questionnaireto establish an involvement
and rapport. For example, for abiofertilizer usage study, the following question was
asked:

Farmingfor youisa
Nobleprofesson
Ancestral profession
Profession like any other
Professonthat isnot lucrative
Any other

Camouflaged or disguised questions are asked sometimesto keep the purpose or
sponsorship of the project hidden. Here generally, what the researcher doesis that
rather than ask questionsonly with referenceto the company/brand oneisinterestedin,
there might be questionsrelated to aset of brand namesin the product category. For
example, inasurvey done on power drinkscarried out by Gatorade, one might also have
questionsrelated to Powerade and Red Bull. Similar questionsmight be kept at different
pointsin the study to assessthe consistency of the respondent in answering. Questions
liketheseadd to thereliability of the scale.

Do we need to ask several questions instead of a single one? After deciding
on thesignificance of the question, one needsto ascertain whether asingle questionwill
servethe purpose or should more than one question be asked. For example, inthe TV
seria study, assumethat the second question after the ranking/rating questionis:

‘Why do you like the serial (the one you ranked No. 1/prefer
watching most)?”’

(Incorrect)
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Here, one lady might say, ‘Everyone in my family watches it’. While another
might say, ‘It deals with the problems of living in a typical Indian joint family system’and
yet another might say, ‘My friend recommended it to me’. Thefirst relatesto joint
decision-making by the family, the second relates to an attribute of the programme,
whilethethird tellsuswhat the information source wasfor her.

Thus, we need to ask her:

‘What do you like about ?’
‘Who all in your household watch the serial?’
and

‘How did you first hear about the serial?’
(Correct)

The questionnaire should be so designed as to stimulate the respondent
to give comprehensive information re- garding a particular topic under
study.

M otivating therespondent to answer : The onething the researcher must remember
isthat answering the questionnaire requires someeffort on the part of the respondent.
Thus, the questionnaire should be designed in amanner that it invol vesthe respondent
and motivates him/her to give comprehensiveinformation. There might be two kinds of
hindrancesto active participation by the subject:

* Therespondent might not be ableto respond in the right manner.
* Therespondent might be unwilling to part with theinformation.

Wewill discussthese situations and a so understand how these need to be overcome, in
order to be ableto collect the data.

Qualifying or filter questions measure the experience or knowledge of a
respondent about the concerned research topic and, thus, save time.

Assisting the respondent to provide the required information: There are three
kindsof situationswhich might lead toinability to answer inacorrect manner. Each of
theseisexamined separately here:

Does the person have the required information? It has been found that once
the respondents get into the rhythm of answering the questions, they answer questions
even when they do not understand or have information about the construct being
investigated. Thisisnot becausethey areinherently dishonest; itissimply theresult of
confusion. For example, ayoung man whose personal care productsare bought by his
mother will not have any knowledge about the purchase processand decision. Yet, if
asked, hewill answer them based on his general understanding of the process.

Another situation might be when the person has had no experiencewith theissue
beinginvestigated. Look at thefollowing question:

How do you eval uate the negotiation skillsmodul e, viz., the communication and
presentation skill module?

(Incorrect)



Inthiscaseit might bethat the person hasnot undergone one or even both the
modules, so how can hecompare? Thus, in Stuationswherenot all therespondentsare
likely to beinformed about the research topic, certain qualifying or filter questionsthat
measure the experience or knowledge must be asked before the questions about the
topicsthemsel ves. Filter questions enable the researcher tofilter out the respondents
who are not adequately informed. Thus, the correct question would have been:

Have you been through thefoll owing training modul es?
» Negotiationskillsmodule Yesno
» Communicationand presentation skills Yes/no

In case the answer to both isyes, please answer the following question, or else
moveto the next question.

How do you eval uate the negotiation skillsmodul e, viz., the communication and
presentation skill module?

(Correct)

Does the person remember? Many atimes, the question addressed might be
putting too much stress on an individual’s memory. All of us know that human memory
might be short and yet sometimeswhile des gning the questionnaire, one overlooksthis.
For example, consider thefollowing questions:

How much did you spend on eating out last month?

(Incorrect)
How many questionsdo you ask inarecruitment interview?

(Incorrect)

As one can see, such questions far surpass any normal individual’s memory bank.
There have been anumber of studiesto demonstrate that peopleare generally not very
good at remembering quantities. Usually, peopleforget significant eventslike birthdays
or anniversaries. However, generally thisismore rel ated to pleasant daysrather than
dayslikeaccident daysor theft or even death anniversaries. Secondly, thereisan el ement
of themost recent to remembering, Thus, theemployeewill beableto better evaluatea
training modul ethat he attended | ast than those he attended in the whol e year. A person
remembers hisrecent big purchase detailsmore than the last four major purchases.

Aided recall refersto the triggers which give a cue to the respondent so
asto stimulate the memory and extract some forgotten material.

Forgotten material can be drawn out by giving cuesto stimulate the memory.
Thesetriggers are termed asaided recall. For example, unaided recall of TV serials
could be measured by questions such as follows, ‘Which TV serials did you watch last
week?’ The aided recall approach on the other hand would assist in recall by giving a list
of serials aired in the last week and then ask. ‘Which of these serials did you watch last
week?

Thus, the questionslisted above could have been rephrased asfollows:

When you go out to eat, on an average your bill amount is:

Lessthan< 100

3101-250

%251-500
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Morethan 500

How often do you eat out in aweek?

1-2 times.

3-4times

5-6 times

Everyday (Correct)

From the following, tick the areas on which you ask questions in a typical
recruitment interview:

Educationa background
Subject knowledge
Previousexperience
General awareness
Individua informetion

Oncetherespondent ticksthe rel evant areas, then anumber of questionsfrom
theindicated areasare asked. It isalso possi bl e to usethe constant sum scaletoindicate
the percentage of questions asked from the area, so that the total adds up to 100
per cent.

Cantherespondent articulate? Thearticulation does not refer to only enlisting
theresponse. It al so refersto not knowing what wordsto be used to articul ate certain
typesof answers. For example, if you ask arespondent to:

 Describeariver rafting experience.
» The ambience of the new Levi’soutlet. (Incorrect)

M ost respondentswould not know what phrasesto useto give an answer. Onthe
other hand, if theresearcher usesa Semantic differential scale, the respondent can be
provided adjectivesto choose from. It must be remembered that if the person does not
know what wordsto use or findsthetask of description too tedious, the person will not
fill intheanswers. Thus, in the above case, one can provide answer categoriesto the
person asfollows:

Describetheriver rafting experience. (Correct)
1 Unexciting Exdting
2 Bad Good
3 Boring Interesing
4 Cheap Expensive
5 Sde Dangerous

Assisting therespondent to answer: Thisisthe second reason for not answering a
question. It might happen that the person understandsthe question and also knowsthe
answer, yet heisnot willingto part with theinformation. Wewill discussthe situations
which might result in thisscenario.

At times, the respondent is not ready to part with the information as the
perspective is not clear. Hence, the questions asked should possess
facevalidity.




Theper spectiveisnot clear: The questionsthat are being asked must possessface
validity, i.e., they must not appear to be out of context with the other questionsin the
survey. Thus, a questionnaire which is measuring a person’s quality of working life and
posesquestionsashbelow will not beappreciated asthequestionswill seem to besuspicious
and might be percelved as having ahidden agenda

How many credit cards do you own?
When did you last go on a holiday?
How many movies do you watch in a fortnight?

People are not willing to answer questions they think do not make sense.
Respondents are al so hesitant about sharing personal demographic data such asage,
income, and profession. Thus, the purpose of asking such questions hasto be made
explicitintheinstructional note.

Thus, in the previous example, the researcher can justify that a spillover of a
healthy quality of working life is also reflected in a person’s way of living. Thus, we
would liketo know how youllive.

In the second case of demographic data details, stating that “We would like to
determinewhich TV serials are preferred by people of different ages, incomes and
professions, we need informationon....”, will put the respondent at ease when sharing
thedata.

Sensitiveinformation: There might beinstanceswhen the question being asked
might be embarrassing to the respondents and thus they would not be comfortablein
disclosing the data required. Sometimes, this might diminish the respondent’s willingness
to respond to the other questionsaswell. Thesetopicscould berelated toincome, family
life, politi- cal and religiousbeliefs, and socialy undesirable habitsand desires. A number
of techniques are available to reduce the respondent’s hesitation.

» Makeageneric statement to soothe the anxietiesand statethat “these days
most women consume al coholic drinksat social gatherings, followed by a
question on a cohol consumption. Thistechniqueiscalled counter biasing.

* Placethe sengitive question in between some seemingly neutral questionsand
then ask the questions at arapid speed.

» Thebest way to get answers on sensitive issuesisto use the third-person
technique and ask the question asrel ated to other people.

For exampl e, questions, such asthefollowingwill not get any answers.
Haveyou ever used fake recei ptsto claim your medical allowance?

(Incorrect)
Have you ever spit tobacco on theroad (to tobacco consumers)?

(Incorrect)

However, in casethe socialy undesirable habit isin the context of athird person,
the chances of getting indicative correct responses are possible. Thus the questions
should berephrased asfollows:

Do you associate with people who use fake receipts to claim their medical
alowance?

(Correct)
Do you think tobacco consumers spit tobacco on the road? (Correct)
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* For certain demographic questionslikeincomeand age, instead of usingtheratio
scaleone must useclassintervals:

‘What is your household’s annual income?’
(Incorrect)

‘What is your household’s annual income?’

Under X 25,000,

¥ 25,001-50,000,

¥50,001-75,000,

Over X 75,000. (Correct)
* For sensitiveissuesasstated earlier, itismuch better to use unstructured questions

and probe only after the respondent iscomfortable with the investigator.

Determining the type of questions

After deciding onthe necessity of questionsand themode of administration, theresearcher
comesto taking adecision on the response categories. Theessential differenceiswhether
the response optionswould be given to the respondent or will they beleft open to be
completed in the respondent’s own words. In this section we will begin by first discussing
the open and then the closed-ended questions. The closed-ended, as can be seenin
Figure 2, can befurther divided into different types. Thesewill bediscussed inthelater

section.
Question
Content

!

Open-ended Closed-ended

| !

Fig. 2 Types of Question Response Options

I: I

Open-ended questions

These aretermed as open-ended, but the opennessrefersto the option of respondingin
one’s own words. They are also referred to as unstructured questions or free-response
or free-answer questions. The researcher suggests no alternatives. Thus the words,
logic and structure that aperson would givewhilefilling theanswersistotally left to his
discretion. Someillustrations of thistype arelisted below:

* What isyour age?

» How would you evaluate the work done by the present government?
» How much orangejuice doesthisbottle contain?

» What isyour reactionto thisnew custard powder?

» Why do you smoke Gold Flakes cigarettes?



» Whichisyour favourite TV serial?

» What training programmedid you | ast attend?

» Withwhom inyour work group do you interact with after office hours?
» How do you decide on theinstrument in which you are going to invest?
* | like Nescafe because

* My career goal isto
* | think hybrid cars are

Open-ended Questions are unstructured. Thus, the words, logic and
structure are provided by a respondent and not the researcher.

Thelast three, ascan be seen, arein astatement formwhilethefirst few arein question
form. For the second and sixth question, the person would need to spend moretimeand
theanswer might have multiple components, while the otherswould be oneword or one
liner (last three).

Open-ended questions can typically be used for three reasons. First, they can be
used in the beginning to start the questioning process. For example, agquestionnaire on
investment behaviour could beginwith:

How do you think people manage their savings?

Thisputsthe respondent into the frame of answeringinvestment-related questions.
Yet, ascan be seen, the questionisin third person and, thus, isnon-threatening.

Open-ended questions can also be used as probing or clarifying questionsto
understand the reason behind certain responses.

For example:

Why do you fedl that way?

Thirdly, they can beused in the end as suggestionsor final opinion.
For example:

‘Any suggestion you would like to give in terms of improving the quality of
the working life in your organization J

These questions have the inherent advantage of improving the validity of the
construct being studied. Also, they are not restrictive and the respondentsarefreeto
expressany views. The observationsand justifications can provide the researcher with
va uableinterpretative materid . However, theinterpretation and evaluation of theanswers
are open to the investigator’s bias. This is especially the case with schedules, where the
researcher might not record the exact words but what heinterprets aswhat the person
wantsto convey.

Coding or categorizing thewritten responsesfor open-ended questionisexpensive
both in termsof timeaswell asfinances.

Open-ended questions are a so dependent upon therespondent’sskill to articul ate
well. Secondly, they are more suited to face-to-face interactionsrather than the self-

administered type, where there are chances of misinterpretation or acomplete non-
responseaswell.

However, despitethe problemslisted above, they are still recognized asrich and
versatile sources of data collection. Proponents of theformat have created anumber of
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waysthat subjectivity onthe part of the researcher and effort on the part of the respondent
can begreatly reduced.

Closed-ended questions

In these questions, both the question and response formats are structured and defined.
The respondent only needs to select the option(s) that he feels are expressive of his
opinion. There are three kinds of formats as we observed earlier—dichotomous questions,
multiple—choice questions and those that have a scaled response.

Dichotomous questions have restrictive alternatives and provide the
respondents only with two options.

1. Dichotomous questions: These are restrictive alternatives and provide the
respondents only with two answers. These could be ‘yes’ or ‘no’, like or dislike,
smilar or different, married or unmarried, etc.

Are you diabetic? Yes/No
Have you read the new book by Dan Brown? Yes/No
What kind of petrol do you use in your car? Normal/Premium
What kind of cola do you drink? Normd/Diet
Your working hours in the organization are? Fixed/Hexible

Thefirst two questionsare monotonic in naturein the sense they study only the
presence and absence; whilethe otherspresent two distinctly different alternatives.
The problem with these situationsisthat these areforced choicesand one needs
to select one of them. Sometimes they might be complemented by a neutral

alternative, such as ‘no opinion,” “‘do not know,” ‘both’ or ‘none.” Thus, the dilemma
iswhether toincludeaneutral responsedternative. If thereare only two choices,
he is forced to take a stand even when he has no opinion on either or heis
uncertai n about the two options. However, the problem with the neutral category
isthat most respondentswant to avoid taking astand and use it asan escape, thus
theresearcher doesnot get any meaningful number for or against theissue under
study. Itisadvisablenot to forcetheissuein caseasubstantia number of people
might have an in-between stand. For example, for the colaquestion, there might
be a large number of people who drink both, thus the option of ‘both’ should be
provided. If theratio of neutral respondentsisexpected to besmall, thenit should
beavoided asinthefollowing case:

Who do you think will win the next Wimbledon men’s single championship?
Roger Federer

Rafael Nadal

Neither

Dichotomous questions are the easi est type of questionsto code and analyse.
They are constructed on thenominal level of measurement and are categorica or
binary in nature. A disadvantage of themethod isthat thewording of the question
might result in different answers. For example, thetwo questionsasked at different
placesin aquestionnairewere asfollows:



Do you think management schools should permit laptopsin class? Yes/No
Do you think management schools should forbid laptops in class? Yes/No
(Incorrect)

For the first question, there were 56 per cent who said ‘should not permit’.
Essentially speaking, both the questions areidentical and should givethe same
results. But it wasfound that 39 per cent of the same respondents said yes. To
deal with thisproblem, it is suggested that the question should have both the
optionsindicated in the question, for example:

Management schools should permit or forbid the use of laptops in class?
Permit/Forbid

Another disadvantage of the method isthat the simple binary response might be
reflective of the current stand, but need not reflect what the person intendsto do
at alater date or when given someother factors. For example, two people might
say that they are not going to buy the Nano in the next six months. But one might
change his stand in case he has the resources to do so, let’s say when he gets a
bonus, while the other might be waiting for the car to get good performance
ratings before taking adecision. Thus, asimpleyes/no would not capture the
reply; rather a question with multiple choice responseswould result in better
answers.

. Multiplechoicequestions: Unlike dichotomous questions, the personisgiven
anumber of response aternativeshere. He might be asked to choose the one that
ismost applicable. For example, this question was given to aretailer who is
currently not selling organic food products:

W II you consider selling organic food products in your store?

- Définitely not in the next one year - Probably not inthe next oneyear
- Undecided - Probably inthe next oneyear

- Definitely inthenext oneyear

Sometimes, multiple choice questions do not have verbal but rather numerical
optionsfor the respondent to choosefrom, for example:

How much do you spend on grocery products (average in one month)?
Lessthan “2500/-

Between *2500-5000/-

Morethan ‘5000/-

Most multiple choice questions are based upon ordinal or interval level of
measurement. However, in instanceslike the one discussed bel ow, the answers
areonanominal level. Thisisbecause each alternative selected isevaluated asa
categorical variablehavingaYesor No answer.

In certaininstances, when multiple options are given to arespondent, he
can select al those that apply in that case. Thisis called checklist.

There could also beinstanceswhen multiple options are given to the respondent
and he can select al those that apply inthe case. Thesekindsof multiple choice
guestions are called checklists. These are what has been earlier in the chapter
termed ascues, assometimesitisdifficult to verbaize al the possible answers/
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reasonsfor theresponse given. For example, inthe organic food study, theretailer
who does not stock organic productswasgiven multiplereasonsasfollows:
You do not currently sell organic food products because (Could be3 1)

You do not know about organi ¢ food products.

You are not interested.

You areinterested but you do not know how to procure them.

Itisnot profitable.

The customer demand istoo low.

Organic productsdo not have attractive packaging.

The product istoo expensive for the typical customer who frequents your

store.

They have apoor shelf life.

Organicfood productsare not supplied regularly.

Any other

Most of theissuesdiscussed with referenceto itemized rating scales. Thereare
some additional concerns, with reference to multiple choice questions, which
deserve aspecia mention here.

The response options given to the respondents shoul d be exhaustive. Secondly,
the answers should be mutual ly exclusive and should be constructed inamanner
that thereisno scopefor any overlap between the categories. Thegenera practice
inagood research study isto draw out these alternativesthrough the exploratory
study done preceding the questionnaire. Here, depth interviews or focus group
discussionsmight provideaset of al the possible choices. However, asapractice,
the researcher must still have an open-ended *any other’ to cover contingencies
(ascan be seen from the exampl e above).

Aswe have seen in the abovetwo exampl es, the response(s) to be made differs
inthetwo situation. In onethereisonly one choicethat isto beindicated, while
the other can have the person choosing multiple options. Thus, theinstructions
must be separately mentioned, in bold or should be highlighted so that the
respondent knowswhat isrequired. Thiscautionisespecially necessary in self-
administered questionnaires.

Asmentioned earlier, thelist of aternativesshould be exhaustive and not tedious.
Thisisbecausein casethere are too many options, thetask of evaluating them
becomes difficult. In case the researcher is getting the responses through a
schedule, itisadvisableto useresponse cardswith aternatives separately printed
on each (aswas the case with the name of theten TV serials mentioned in an
earlier example). In casethisisasalf-administered instrument, then theinvestigator
could consder splitting thequetioninto two and dividing theoptionsto be processed
for asinglequestion.

Order of position or location bias can be managed in a schedule by
shuffled response cards so that each respondent receives a differently
numbered set.

A number of studies have been done on theimpact of the position of aternatives
on the selection process. This istermed as the order of position or location



bias, i.e., aperson’spredisposition to sel ect an option Ssmply becauseit is placed
inaparticular place or order. Thetendency isthat when there are statements of
intent or opinion, people usually pick up thefirst option (primacy effect) and
sometimesthe last (recency effect) asthe onethat applies. Thiscan be managed
inthe schedul e by shuffling and presenting the response cards so that for some
respondents it comesfirst, for some in the end and for others, somewherein
between. Thisisnot possiblein mailed questionnaires unlessmultiple setswith
shuffled response optionsare printed. This can be, however, managedin aweb
survey.

Thisorder biasissomewhat different in case of numbers (quantitiesor prices)
where there is a bias toward the central position on the list. This can also be
managed i n the same way asthe statement options.

Multiple choice questions can effectively cancel the researcher’s bias that was
inherent in the open-ended questions. Secondly, since they have pre-designed
response options that require the person to pick one or al that apply, the
administrationismuch faster. Data processing for these questionsismuch easier,
asisquantification and analysis of theinformation collected.

Administering them might be easier, but designing exhaustive multiple choice
guestions is a challenge. As stated earlier, the researcher will have to do an
exploratory study to uncover possible alternatives or conduct an extensive
secondary dataanalysisto identify the alternatives. The other problem isthat
though one includes an “any other’ option, most respondents play it safe and pick
up oneor few from thelisted optionsonly. Thus, the answersarerestricted only
to the predetermined set.

. Scales; Scalesrefer tothe attitudinal scales.

Sincethese questions have been discussed in detail in theearlier chapter, wewill
only illustrate thiswith an example. Thefollowing isaquestion which hasfive
sub-questionsdesigned on the Likert scale. Theserequire s mple agreement and
disagreement on the part of the respondent. Thisscaleisbased ontheinterval
level of measurement.

Given below are statementsrel ated to your organi zation. Please indicate your
agreement/disagreement with each:

(2-Strongy Disagree® ® ® ® 5Strongly Agree) 1 2 3 4 5

. The peoplein my company know their roles very clearly.

. | wantto complete my current task by hook or by crook.

. Exigting sysens arevery effedive.

. | feel the need for the organi zati on to change.

. Top management is committed to long-term vision of creating value
for organization.

In the same questionnaire, depending upon the information need, one can use
multiple questionsthat have been designed on different scales.

The advantage with these scaled questionsisthat they are easy to administer, no
matter what be the mode. The other advantageisthat coding and tabulating these
guestionsisnot difficult. Sincethe questions have been formul ated by assigning
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numerical valuesto response categories, the quantification of subjectivevariables
and attitudesbecomes possible.

However, devising the questions so that they cover the construct under study,
requires considerable effort, like the multiple choice questions. In case the
respondent has an additional perspective, it isnot possibleto extract it.

Criteriafor question designing

Step six of the questionnaire invol vestrand ating the questionsi dentified into meaningful
guestions. Utmost careisneeded to word the questioning, inamanner that the question
isclear and easy to understand by the respondent. A confusing question or a poorly-
worded question might result in either no response or awrong response. Both of these
arThereare certain designing criteriathat aresearcher should adhere to when writing
theresearch questions. Wewill illustrate and discusstheseindividually.

Quality check involvesthat the question formulated must clearly specify
the issue concerned.

Clearly specify theissue: By reading the question, the person should beableto clearly
understand the information need. To understand quality check, we can use the same
templatethat thetrainee newspaper journalistsare advised to keep in mind while creating
their first copy: namely, who, what, when, where, why, and how. The first four are
applicable to all questions, the ‘why’ and *how’ might apply to some.

Which newspaper do you read? (Incorrect)

Thismight seem to be awell-defined and structured question. However, let us
examineit carefully. The ‘who’ in thiscase could be the personfillingin thequestionnaire
or it could be what he reads by virtue of the newspaper purchased by hisfamily. The
‘what’ in this case is the newspaper being read. But what if the person reads more than
one newspaper. Should he talk about the regular newspaper he reads, or the one he
readsfor business news, or the one he reads on weekends or the one he prefersto read
most? The “‘when’ is not apparent as it could be stated as the one read on weekdays,
weekends or the one he used to read earlier? The ‘where’ seemsto beat homebutis
not apparent, as he could be reading the newspaper in the college library aswell. A
better way to word the ques- tion would be:

Which newspaper or newspapers did you personally read at home during
the last month?

In case of more than one newspaper, please list all that you read.
(Correct)

Inclusion of technical words which are not used in everyday
communication must be avoi- ded. The language should be
understandable.

Usesmpleterminology: Theresearcher must take careto ask questionsinalanguage
that isunderstood by the popul ation under study. Technical wordsor difficult wordsthat
arenot used in everyday communication must beavoided. Most people do not understand
them, thusit isadvisableto stay smple. For example, instead of asking ‘Do you think
the distribution of Mother Dairy ice cream is adequate?’ ask: ‘Do you think Mother
Dairy ice cream s readily available when you want to buy it?’



Do you think thermal wear provides immunity? (Incorrect)

Do you think that thermal wear provides you protection from the cold?
(Correct)

Sometimeswordsthat are used might have adifferent meaning either in thelocal
dialect or as a phrase. For example, a simple question like, “When did you go to town?’
(incorrect)might get you the answer of the person’s last visit to town or it may be taken
as ‘go to town’ (go crazy or mad) and would be regarded as an insult. Thus the question
can berephrased as.

When did you last visit the town? (Correct)

Avoid ambiguity in questioning: Thewordsused in the questionnaire should mean
the samething to all those answering the questionnaire. A lot of wordsare subjective
and relativein meaning. Consider thefollowing question:

How often do you visit Pizza Hut?

Never

Occasonaly

Sometimes

Often

Regularly (Incorrect)

These are ambiguous measures, asoccasionally in the above question, might be
threeto four timesin aweek for one personit, whilefor another it could be threetimes
inamonth. Threeyoungsterswho visit PizzaHut once amonth may check three different
categories: occasionally, sometimes, and often. A much better wording for thisquestion
would bethefollowing:

In a typical month, how often do you visit Pizza Hut?

Lessthanonce

lor2times

3or4times

Morethan4times (Correct)

These responses are giving definite numbers and thusthere isno chance of the
person mi sunderstanding thewords. Some questionsuse ambiguouswordsinthe question
itself. For example,

Do you download music regularly from LimeWire? Yes/No  (Incorrect)

Here, the word ‘regularly’ can mean different numbers to different people. Thus,
rather than adichotomous question, it isadvisableto rephraseit asfollows:

How often do you down load from LimeWire?

Once aweek

2-3 times in a week

4-5times in a week

Every day (Correct)
Followed by the question:

On an average, for how many hoursdo you download inasinglesitting?
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Lessthan an hour

1to3hours

3%2to5hours

Morethan 5 hours (Correct)

Leading questions provide a clue for the ‘good’ answer.

Avoid leading questions: Any question that provides a clue to the respondents in
termsof the directioninwhich onewantsthem to answer iscalled aleading or biasing
question. For example, ‘Do you think that working mothers should buy ready-to-eat
food when that might contain some chemical preservatives?

Yes

No

Don’t know (Incorrect)

The question would mostly generate anegative answer, as no working mother

would liketo buy something that isconvenient but might be harmful. Thus, itisadvisable
to construct aneutral question asfollows:

Do you think that working mothers should buy ready-to-eat food?

Yes

No

Don’t know (Correct)
Even questions such asthefollowing are suggestivein nature.

How long was the class session? Or how short was the class session?
(Incorrect)

Theindividual, in this case, isreacting to short or long asthe reference point.
Thus, for the same classfor thefirst question, the respondents said about 120 minutes
and for the second, 90 minutes. Thus, we can use ameasurein thiskind of questionand
the question can beframed asfollows:

For how many minutes did the class session run? (Correct)

A skewed responsemay a soresultif the name of the organization/brand isincluded
inthe question. Most respondentstend to be agreeable and would respond positively.
For example, The question, ‘IsHarvest Gold your favourite bread?’ is likely to bias
theanswerstowardsHarvest Gold. A better way to obtain the answerswould beto ask,
‘What is your favourite bread brand?’

Similarly, quoting areputed body or an expert likethe Indian Medical Association
certifies that...... can also bias the reply. In fact, even an ambiguous reference such as
theoneinthefollowing example:

Industry experts think that flexible working hours positively affect work-
life balance.” What is your opinion?

(Incorrect)

Here there are two leads—*industry experts’ and ‘positively affect’. A better
way of questioning the respondent would be:

What is the relation between flexi working hours and work-life balance?



Norelation

Posgitively related

Negatively related
Avoid loaded questions: Questionsthat address sensitiveissuesaretermed asloaded
guestionsand the response to these questions might not always be honest, asthe person

might not wishto admit the answer, even when assured about hisanonymity. For example,
Questionssuch asfollowswill rarely get an affirmative answer:

Have you ever cheated on your spouse? (Incorrect)
W II you take dowry when you get married? (Incorrect)
Do you think your boss/supervisor is incompetent? (Incorrect)

Sensitive questionslike this can be rephrased and camouflaged in avariety of
waysasdiscussed earlier. For example, thefirst two questions could be constructed in
the context of athird person asfollows:

Do you think most people usually cheat on their spouses? (Correct)
Do you think most Indian men would take dowry when they get married?
(Correct)

For thethird question, it could beinterspersed between anumbersof other questions
and the questions can beread out rapidly asfollows:

Do you think your friend is incompetent?

Do you think the government isincompetent?

Do you think your juniorsareincompetent?

Do youthink your driver isincompetent?

Do you think your boss/supervisor is incompetent? (Correct)
Do you think your neighbour is incompetent?

Do you think your mechanic is incompetent?

Avoid implicit choicesand assumptions: In casethe option being queriedisdonein
isolation and the other alternativesthe person might have are hidden, thisisreferred to
asanimplicit assumption. Thus, in case other choicesare not specified in the response
categories, the assumption made about the option being eval uated might not be correct.
Consider thefollowing two questions:

Wbuld you prefer to work fixed hours, in a five-day week? (Incorrect)

Would you prefer to work fixed hours, in a five-day week or would you like
to have a flexi-time 40 hours week?

(Correct)

Inthefirst question, the preferenceisbeing eval uated but the other alternatives
against which he needsto do thisare only implicit; whilein the second question, itis
explicit. Thus, the number of peoplewho prefer afixed schedulewould bemoreredlistic
inthe second caserather thaninthefirst.

Thus, when there are multiple alternativesto the option being investigated, one
must clearly spell them out. In casethere are multiple aternatives and eval uation becomes
difficult, asstated earlier, one may use response cardsand ask the person to select from
these.
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The researcher might sometimesframe questionsthat require the respondent to
make some implicit assumptionsin order to give an answer. The answer is, thus, a
conseguence of the assumption made. However, different respondents might make
different assumptions, thus, the moderator variable might be different for different
individual s, and the assumptionsthat the researcher wantsthe respondent to keepin
mind while answering the questions should be explicity stated in the question (itself).
Examinethefollowing questions:

Areyouinfavour of the Commonwealth Games 2010 that were held in India?
(Incorrect)

Areyouin favour of the Commonwealth Games 2010 that were heldin India,
if they resulted in increased revenue from tourism?
(Correct)

Inthefirst question, onewill make certain assumptions about the impact of the
Commonwealth Gamesand give apositive or anegativeanswer. Thismight beanincrease
inrevenuefromtourism, it couldlead to animprovement in theexisting infrastructure, and
the surplusgenerated coul d be used for the devel opment of the country. On the other hand,
the second question is a better way to word this question as here the researcher has
included only themoderator variable or the assumption that he believesismost sgnificant.

A double-barrelled question includes two separate options separated
usually by ‘or” and ‘an’. These should be avoided.

Avoid double-barrelled questions: As specified earlier, questions that have two
separate options separated by an ‘or’ or an ‘and’ are like the following:

Do you think Nokia and Samsung have a wide variety of touch phones?
Yes/No (Incorrect)

The problemisthat the respondent might believethat Nokiahasbetter phonesor
Samsung has better phonesor both. These questionsare referred to asdouble-barrelled
and theresearcher should aways split them into two separate questions or the question
should providethetwo asresponse options. For example, awidevariety of touch phones
isavailablefor:

Nokia

Samsung

Both (Correct)
Inthe context of training needsanalys's, consider the question:

Did the training you went through make you feel more motivated and effective
in your job?
(Incorrect)

Here, whenthe answer is‘no’, then we do not know whether he is not motivated
or whether heisnot effectiveat hisjob or both. Thus, to obtain therequired information,
wemust split it into separate questions.

Did the training you went through make you feel motivated at your job? and
(Yes/No)

Did the training you went through make you more effective at your job?
(Yes/No) (Correct)



Questionnaire structure

Oncetheresearcher hasformulated the questionsand response optionsthat heintends
to usein the questionnaire, the next critical step isto put the questionstogether in a
sequencethat isreader/respondent-friendly and generatesthe required datain ashort
and effective manner. Thus, most questionnaires follow a standardized sequence of
questions.

Instructions explain the purpose of questionnaire administration and
introduce the respondent to the researcher’s objective.

Ingtructions: Thequestionnairesaways, even the schedul es, begin with standardized
ingtructions. These begin by greeting the respondent and then introducing the researcher
or investigator and the affiliating body. The note then goes on to explain the purpose of
guestionnaire administration. Sometimes, asin disguised questionnaire format, the
sponsoring organi zation/brand might not berevealed, rather the investigator would talk
about thegeneric brand. For example, inthe study on organic food products, thefollowing
instructionswere given at the beginning of the questionnaire:

‘Hi. We are carrying out a market research on the purchase
behaviour of grocery products/organic food. We are conducting a survey of
consumers, retailers and experts in the NCR for the same.

As you are involved in the purchase and/or consumption of food products,
we seek your cooperation for providing the following relevant information for our
research. e value your contribution to our research and to the organic community
who has been facing the problem in acquiring organic food products. We do
appreciate your support and encouragement provided through this information.
Thank you very much.’

Even though the study was conducted on behalf of aparticular marketer of organic
food products, intheingructionsthe namewasnot revedled , asthisthen would betermed
as ‘leading instructions’ that might bias the consumer/respondent in favour of the brand.

In caseit is astudy done on the employees of an organization for any human
resourceissue, the researcher must givethe correct introduction about himself and in
the instructions should reassure by saying ‘Please be assured that the study is for an
academic purpose and the responses and results would not be shared with any other
organization.’

Simpl e questionswhich do not require alot of thinking or response time
should be asked first as they build the tempo for answering the more
difficult/sensitive questions later.

Opening questions: Then comethe opening questions, these haveto be non-threatening
and yet |ead the respondent to get into the right frame for answering the rest of the
questions. For example, a questionnaire on understanding the consumer’s buying behaviour
inmalls, can ask an opening question that isgenericin nature, such as.

What is your opinion about shopping at a mall?

Most peopleliketo sharetheir perspective and thisgetstheminto the responding
mode and in the direction that the researcher wants. Thus, they serve the purpose of
rapport formation evenin aself-administered questionnaire.
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Sometimes, the questionnaire might need to befilled in by peoplefulfillingacertain
criteria. Thus, thefirst questionisaqualifying question and would determine whether
the personiseligibleto answer the questionsand in casethe answer isyes, he continues
with the responding; elsetheinterview terminates.

Sudy questions: After the opening questions, the bulk of theinstrument needsto be
devoted to the main questionsthat are rel ated to the specificinformation needs of the
study. Here also, asageneral rule, one goesfrom the general questionsto the specific
ones, following asequential mode.

Another aspect of the questionnaireisthat the simpler questions, which do not
requirealot of thinking or responsetime should be asked first asthey build thetempo for
answering the more difficult/sensitive questions|ater on . Thismethod of goingina
sequential manner from the general to the specificiscalled thefunnel approach. Likea
funnel, theinitial set of questions are broad and as one goes along the questions, the
answers required become more specific as well as restrictive. There are instances
when one might reverse thefunnel and start the questioning with the specific questions
and |leave the general and open-ended questionsfor the end. Given below isafunnel-
shaped questionnaire to assess pi zza purchase behaviour.

[llustration: Screening Question

Please indicate whether you have purchased pizzas from (Could be3 1)

[] PizzaCorner [] Nirula’s

[] PizzaHu [] Domino’s

[] Local bakery [] any other

(In case respondent has ticked BOTH Domino’s and Pizza Hut, continue, else
TERMINATE

1  How often do you order pizzas from outside? (Average)
[] Once in 2-3 months [] Onceamonth
[] Once afortnight [] Onceaweek
[] 2-3timesinaweek [] Everyday
2 Howisit purchased? (Could be3 1)
[] Personal visit/take away [] Telephone(homedelivery)
3. What arethe preferred days for ordering the pizza?
[] Week days [] Weekends
Special occasions (Birthday party, guests, festivals)
4. What isgenerally the timefor placing the order?

[] Lunchtime [] Dinnertime

[] Evening ] Anytime
5 How muchisyour bill amount? (average)

[] <200 [] 200-350

[] ¥351-500 [] >%500

Classification infor mation: Thisistheinformation that isrelated to the basic socio-
economic and demographictraitsof the person. These might include name (kept optional
in some cases), address, e-mail address and tel ephone number. Sometimesthe socio-
economic classfication gridispresented to the repondent and heindicatesby encircling
theright choice.

There might be instances when the demographi c questions might be asked right
inthe beginning asthey could be the qualifying or screening questions. For example, if



the study isto be done on young working motherslivingin Delhi, then all these details
might need to betaken right in the beginning.

Acknowledgement: The questionnaire ends by acknowledging the inputs of the
respondent and thanking him for hiscooperation and val uable contribution.

Sequential order: Theresearcher must take carethat thereisalogical order maintained
in the questions that are asked. A set of questions related to a particular area of
investigation must be asked first before moving on to the next. In cases where one
needs to go back to the earlier answers, then there must be triggers like “In question

you had mentioned what isimportant for you when you buy alaptop; now
| would request youto kindly eval uate the following brands on the features considered
important by you ’

Branching questions cover all the possibilities and they re- quire careful
formulation and inclusion in the questionnaire formeat.

Sometimes, the set of questionsthat areto be asked are dependent on theanswer
that aparticular person givesand thereare different possibilitiesfor each answer. Inthis
case one needs to design a separate set of questionsfor each selected answer. These
kinds of questions are called branching questions. These questions are designed so
that all possibilitiesare covered. Thus, they require careful formulation and inclusionin
the questionnaireformat (seeFigure 3).

Have you used any ravel site
for your travel?

Make my tip

What site? brand? MMT)

ol MMT
\"‘-»._ _,/) Ary other brand? =

Frompl-MMT
p //__._ Evaluate an the
l ° e altrhulastfealres  |—
b 2 N,

wnder study

d it for booking,
sons. Please

Any oter
racomrrendation YOU B oy
have far MMT

5+5 guastions relatsd (o arituce relatzd
in travelling and inlerrat secunly it trarsactions

“lassification questions on gender: 3ge;
aducation; professicn; income! rave! behaviour

Fig. 3 Sequence of Branching Questions for Determining usage of Travel Portals
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Some researchers use the skip approach, for example “in case answer
skip and go to question .” These are a little difficult to follow in a self-
administered questionnaire. A simpleway to handlethisisto useaflow chart to enlist
thevaid and probable answersand then work on constructing the branching questions.

Using branching questionsis considerably easy in Web-based surveys, wherethe
person sees only the questionsthat follow the branching and thereisno confusion.

Physical characteristics of the questionnaire

The questionnaireisavery important document that isthefirst interface between the
respondent and the researcher. Thus, the appearance of theinstrument isvery important.
Thefirst thingisthe quality of the paper on which the questionnaireisprinted. In case
the questionnaireisprinted on apoor-quality paper or lookstattered and unprofessional,
the respondents do not value the study and thus are not very sincere or careful in

responding.

Surveys for different groups could be on different coloured paper. This
may assit while grouping the responses from different segments.

In case the number of questionsistoo many, instead of just stapling the papers
together, it would be agood ideato put them together asabooklet. They areeasy for the
investigator and the subject to answer. Secondly, one can have adouble-pageformat for
the questions and the appearance, then, ismore sombre and professional. The formeat,
spacing and positioning of the questions can have asignificant effect on the results,
especiadly inthe case of self-administered questionnaires.

Thefont style and spacing used in the entire document should be uniform. One
must ensurethat every question and itsresponse options are printed on the same page.
In fact, asfar as possible, the response categories should be in the same row as the
guestion. Thissaves space and at the sametime, ismoreresponsefriendly.

In casethe questionnaireislong, or the researcher iseconomizing, one must not
crowd questionstogether with no line spacing to make the questionnaire seem shorter.
Thisformat could result inerror whilerecording asthe person couldfill theanswer inthe
wrong row. Secondly, in case there are open-ended questions as well, the responses
would belessrevealing and shorter. The respondent might feel that thisisgoingtobea
really long and complex administration and may actually loseinterest. Thus, thoughitis
advisableto have short instrumentsthat are not too taxing, but in case hereisaresearch
need for which the questions cannot be shortened, one must not clutter the appearance
of the measuringinstrument (questionnaire).

Although the use of colour does not really impact the quality of the response,
sometimesit can be used to di stingui sh between the groupsor for branching questions.
Also, surveysfor different groups could be on different col oured paper. Thiswould be
hel pful when grouping the responsesfrom different segments. For example, if Delhi is
being studied asfive zones, then the questionnaire used in each zone could be printed on
adifferently coloured paper.

Aswesaw inthelast section, the questionnaireissegregated into different sections
to addressthe variousinformation needs. It isuseful if theresearcher dividesthedata
needed into separate sections, such as SectionsA, B, C and so on.

Then the questionsin each part should be numbered, especialy, when oneisusing
branching questions. The other advantage of numbering the questionsisthat after the



conduction coding, entering the data obtained becomes much easier. Precoded
guestionnairesare eas er to administer and record.

In case there is any response instruction for an individual question, it must
accompany the question. In caseit isaschedule and there areinstructionsfor asking the
question aswell asingtructionsfor responding, the responseinstruction should be placed
very closeto the question. However, instructions about how to record the answer and
any probing question that needs to be asked should be placed after the question. To
distinguish theinstructions from questions, one should use adifferent font style. For
example, overall how satisfied (are/were) you with your [Domino’s] experience? Would
you say you are (READ LIST)?

Y AV (IS ¢ E 5
S (1=« I 4
Neither SAtiSied NOF GISSAISTEU .....eeeeeeeeeerereeeeseeseeeeseesssseesssessesesesseesesses 3
DL 1 R 2
O o VR T L 11 1
IN CASE OF 2 0r 1

(PROBE) What was the reason (s) for your experience? Kindly explain

Pilot testing involves the testing and administration of the designed
instrument on asmall group of people from the population under study.

Pilot testing of the questionnaire

Pilot testing refersto testing and admini stering the designed instrument onasmal | group
of people from the population under study. Thisisto essentially cover any errorsthat
might have still remained even after the earlier eight steps. Every aspect of the
guestionnaire hasto betested and one must record all the experiencesof the conduction,
including thetimetaken to administer it. If the respondent had a problem understanding
aquestion or response category, theinvestigator should verbatim record theinstruction
he/she gaveto clarify the point asthisthen would need to beincorporated in thefinal
version of the questionnaire. In case aquestion got no answers, then it might be essential
to rephrasethe entire question.

Even when the mode of administrationismail or Internet or self-administered
tests, the pilot tests should always be done in a face-to-face interaction. Here, the
researcher isableto observeand record responses, both verbal and non-verba . Sometimes,
theresearcher might also get the questionnaire vetted by academic or industry experts
for their inputs.

Oncethe essential changes have been made, the researcher might carry out one
short trial and then go ahead with the actual administration. Asfar aspossible, the pilot
should beasmall scalereplicaof theactua survey that would be subsequently conducted.

It is advisable to use multiple investigators for the pilot study. The group of
investigators should be a mix of experienced and seasoned field investigators and
inexperienced investigatorsaswell. Theinexperienced oneswould be abletoreveal the
problemsencountered i n admini stering the measure, whilethe experienced field workers
would be ableto report respondent difficultiesin answering the questions.
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The respondent’s experience of the pilot test can be recorded in two ways. One
isprotocol analysiswhere heisasked to speak out the reasoning in responding to the
guestions. Thisisrecorded, asit hel psto understand the underlying factors or mental
processing involved in giving answers. The other method iscalled debriefing, where
after the questionnaire has been completed, the person is asked to summarize his
experiencein termsof any problems experienced in answering or whether therewas
any confusion or fatigue while answering the questionnaire.

The researcher must then edit the questionnaire asrequired and carry out any
further pilot tests. Oncethisisover, he entersthe pilot datato explore and see whether
theinformation that isbeing collected through the questionnai rewoul d adequately furnish
theinformation needsfor which theinstrument wasdesigned.

A questionnaireis ahighly adaptable mechanism. It can be designed for
every domain, branch and field of study.

Administering the questionnaire

Onceall the nine stepshave been completed, thefinal instrument isready for conduction
and the questionnaire needsto beadministered according to the sampling plan. Thiswill
be discussed in detail in the next chapter on sampling.

Advantages and disadvantages of the questionnaire method: Thus, as we can
see, designing ameasuring instrument isan extremely structured, sequentia and difficult
task. However, once we have been able to give shape to the questionnaire, there are
many advantagesthat it hasover the other data collection methods discussed earlier.

Probably the greatest benefit of the method isitsadaptability. Thereis, actually
speaking, no domain and no branch for which aquestionnaire cannot be designed. It can
be shaped in amanner that can be easily understood by the popul ation under study. The
language, the content and the manner of questioning can be modified suitably. The
instrument isparticul arly suitablefor studiesthat aretrying to establish thereasonsfor
certain occurrencesor behaviour. Here, methodslike observationswould not help asthe
motivations and intentions for the perspective have to be established. The second
advantageisthat it assuresanonymity if it is self-administered by the respondent, as
thereisno pressure or embarrassment in revealing sensitive data. Secondly, alot of
questionnairesdo not even requirethe persontofill in his’her name, which further offers
ablanket of obscurity. Administering the questionnaireismuchfagter and lessexpensive
ascompared to other primary and afew secondary sourcesaswell. Thewell-designed
instrument can be administered simultaneously by asingle researcher, thusit saveson
both human and financial resourcesavailablefor the study. Thereisconsiderable ease
of quantitative coding and analys sof the obtai ned information asmost response categories
are closed-ended and based on the measurement levels Most individua shave aprevious
experienceof fillingin aquestionnaireand thus are not uncomfortablewith theelicitation
of answers. However, the questionnairesminimizeand dmost e iminatethis. Thereisno
pressure of immediate response, thusthe subject can fill in the questionnaire whenever
he or she wants. However, the method does not come without any disadvantages.

Themgor disadvantageisthat theinexpend ve gandardized ingrument hasalimited
applicability for only those who can read and write. Eventhoughitispossibleto get the
responses by reading out aloud, but then thetime and cost advantage would belost.



The return ratio is the number of people who return the duly filled in
guestionnaires.

The return ratio, i.e., the number of people who return the duly filled in
guestionnaires are sometimes not even 50 per cent of the number of formsdi stributed.
This non-response could be because of various reasons. These reasons might range
from lack of clarity of the purpose of the questionnaire to fact that the issue being
guestioned might be highly sensitive. However, one way to ensure that one getsthe
required samplefor thestudy istotry and get alarger group of respondents, congregated
at thesametimetofill inthe questionnaires.

Skewed sampl e response could be another problem. Thiscan occur intwo cases;
oneif theinvestigator distributesthe sameto hisfriends and acquai ntancesand second
because of the self-sel ection of the subjects. Thismeansthat the oneswho fill in the
guestionnaireand returnit might not be the representatives of the population at large.

In casethe personisnot clear about aquestion, clarification with the researcher
might not be possible. In case the person isfilling in the questionnaire on hisown, he
might read the whole document first and the responses might beinfluenced by theway
he is answering a previous or a subsequent question. Sometimes the person might
genuinely be not able to respond, as either he does not remember (*how did you decide
to buy your television ten years ago?’) or he himself is not aware about how he took the
decision (“why did you decide to buy this dress and not the other one?’).

The spontaneity of the response gets faded if the respondent takes too
much time in answering a particular question.

In most instances, the respondent is given sufficient time to respond, thus he
thinksand giveshisanswers, in which case the spontaneity of responseislost and what
the respondent reports is what he ‘thinks is the right answer’ and not ‘what is the right
answer.’

Questionnaire designing softwar e/packages: With the advancement in computer
programming, thetask of the researcher ismade much smpler and he/sheisableto use
different design packagesavailableto compile the study questionnaire. Most of the sites
and packages have devel oped area-specific methodol ogies, which help to customize the
broadly- framed instrument to the research needs of theinvestigator. Onecanaso help
refine and modify apre-designed questionnaire.

The package can a so design questionsbased upon different level sof measurement,
depending uponwhat isthe nature of thedataanalys srequired. The survey questionnaires
can a so be designed with branching questions and one hasthe provision of adding the
company logo, different coloursand graphicsto maketheinstrument more user-friendly
and attractive.

In some cases, the survey designing portalsare also ableto carry out the online
survey and do preliminary datacoding and entry aswell. Some survey portal soffering
survey designing servicesarewww.sawtoothsoftware.com and www.surveymethods.com,
www.zoomerang.com. Mog of theseare user friendly and do not require pecia downloads
and comewith afreetria. The advantage of online surveyshasbeen previoudy discussed;
their advent has made questionnaire administration fagter, cheaper and resultinginahigher
responserate on the part of the respondent.
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Appendix Case 1
Malls for All

A research was undertaken to ascertain the attitude of Delhi shopperstowards mall
NOTES shopping experience. For thispurpose, it wasfelt that amailed questionnaire could be
used. Following isthe questionnaire that was designed for the study. Please go over this
and answer thefollowing questions:

1. What do you think were the research objectives and theinformation areasthat
theinvestigator wasinterested in? Kindly enlist the same.

2. Hasthe questionnaire been effectivein doing this?
3. How wouldyou evauateit asan instrument? Give reasonsfor your answey.
4. How would you modify theinstrument? Specify the specific questionsyou would
design by presenting adequate argument for doing so.
Ingtructions
1. The questionnaire deals with the analysis of consumers on their mall buying
behaviour.

2. All thequestionsare quite general and simplebut if there are any queries, then
pleasefed freeto clarify.

3. Thequestionnaireis solely an academic exercise, so pleasefeel freeto giveus
theinformation.

Name (Optional): Mr/MsMrs
Mailing address (Ares):
Age(inyrs):

10-20

21-30

31-40

HREN RN

Housewife
Professional/Service
Self employed/Own Busines
Others (Please specify )
1. Doyou shop?Yes/No
(a) How often do you shop ?
[] Onceamonth
[ Twiceamonth
] Thriceamonth
[] Morethanthriceamonth
(b) Whendo you prefer to shop ?
[] Weekdaysmorning
] Weekendmorning

Ooggn
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Weekend evening

Weekdaysafternoon
Weekend afternoon
Weekdaysevening

2. Wheredo you shop normally?

] Aloca areamarket (Couldyou please specify themarket

] Ashoppingmal
[] Bothoftheabove

3. Pleasetell usabout your awarenessand number of visitsto thefollowing malls?

Awareness (Tick)

Number of visit (No. of imes in a month)

Ansd Paza

SaharaMall

Waves Noida

Metropolitan Mall

Ansds Faridabad

DT’s Gurgaon

4. Pleasegiveyour viewson mallsfor thefollowing aspects.

Strongly
agree

Agree | Neutral

Disagree | Srongly
disagree

Malls are convenient

Malls offer more variety

Malls are hygienic

Malls offer value for money

Malls are more expensive

The atmosphere in malsis very congenial

Malls are fashionable

Malls are good for outing with
familyffriends

5. Please specify your spending for the following with respect toamall.

Seending
Reasons

0-10 per cent

10-20 per cent

>20 per cent

For eating or drinking

For entertainment (movies, etc.)

For shopping

6. How would you classify your spending behaviour (Can have multiple options)?

] Onthespot mood
[] Planned purchases

[] Linkedspending (e.g., eating out if you have comefor shopping)
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Appendix 7. Could you pleasegive usyour individual rating of the mall with respect to the
following (Pleaserate from 1-5, good to bad)? (Please specify the name of the

mall if you aretaking aspecific one )
V. Good V.Bad
NOTES -

Availability of products 1 2 3 4 5
Eatingjoints 1 2 3 4 5
M ulti plex/entertainment 1 2 3 4 5
Mal atmosphere 1 2 3 4 5
Feciliies (A C, staff, parking) 1 2 3 4 5
Overd| experience 1 2 3 4 5

Date:

Place:
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Case 2
Outlook of Outlook

Themanagement of Outlook finds that despite the changes in the publication’s frequency,
Outlook magazineisstill facing stiff competition fromtheriva India Today. Thus, they
wanted to conduct a comparative survey for the two magazines and assess whether
they had adistinct positioning. Who wasthe reader of the magazine Outlook? How did
he rate the magazine and so on? For thisthey have devel oped aquestionnaire as presented
bel ow. Go through the questionnaireand answer thefollowing questions:

1. What werethe research objectivesand information needs of the study?
2. How would you eva uatethisin termsof fulfilling those objectives?
3. What arethe problemsin the questionnaire? How woul d you suggest correcting
them?
Questionnaire

Thisisasurvey onreadership habits. Wewould be highly obliged if you could take out
sometimefrom your busy schedule and give usyour val uable comments/inputs. Please
notethat thisisan academic exerciseand al theinformation will be kept confidential.

Name Monthly Household | ncome
Age 3 3001toX 4000
Sex: ¥ 4001 to¥ 5000
Highest educationd qualification: 3 5001 to 6000
Occuypation: % 6001toX 8000
Type of occupation: ¥ 8001 tox 10000
SHf-employed % 10001 toX 12000
Service % 12001 toX 15000
Phone: ¥ 15001 to% 20000
Mobile 3 20001 to¥ 30000
% 30001 toX 40000
T 40001+

1. Which arethe general interest magazinesyou are aware of ?
2. Pleasetick the magazinesthat you are aware of from bel ow:

The Week

India Today

Outlook

Frontline
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3. Do you read Outlook or India Today?
] Yes(Both) ] Yes (Outlook)
] Yes (India Today) ] No

If Yes (Both) then continue el se, pleaseterminate.

4.
(a) Do you subscribeto the two magazineslisted below?
Qutlook India Today
Yes
No | |
(b) Ifno, please mention ‘source of acquiring the magazine’
[] Borrow ] Buyfromretail shops
[] Library ] Office/Workplace
[] Others (Please specify )
5. | know that you read these magazines Who elsein your family
readsthese magazines?
I Occupation I Reads I Reads India I
Qutlook Today
Col lege student
| Schodl studert ' ' '
Housewife
Professional

Self-empl oyed/ entrepreneur

Grandparents

Others (Pls specify)

6. Onascaleof 1to5, pleaserate each of the magazines on thefoll owing attributes:
1 Completely disagree
2 Somewhat disagree
3 Neither agree nor disagree
4 Somewhat agree
5 Completely agree



Attribute Outl ook India Today

This megazine givesme news first

This megazineisvery bold

This megazines covas avariety of topics

This megazineistruthful

This megazineisread by el ders

This megazineisread by young people

This megazine analy ses information in-depth

This megazineisfor the highly inquistive mind

This megazineisvery well researched

This megazine givesattractive freebies

This megazine givesme news whichis spicy

This megazine hasvery attractive i ssues

This megazineisrich in content

This megazine givesvery predictebl e news

This megazine givesrel evant information only

This megazineisintell ectually stimul ating

This magazine providesme with an opinion

This megazineiscentered around palitics

This megazinegivesmenews asit is

This megazineisfor the practi cal people

This megazine givesreliable news

7. Canyou recommend some changesin Outlook that you think it needs?

)

@

©)

8. Inthe table below, please tick the articles’commodities that you own in each
category:

Brand Rangel Range 2 Range3

Watches | Above 36000 < 1500-6000 Below X 1500
Omega/Rol ex/ Carti er/Tissot/ Swatch/Tanishg/Tag Heur/Others  Timex/HMT/Titan
Others Others

Mobiles | Above I 15000 % 7000-15000 Below ¥ 7000
Brand and Model Brand and Model Brand and Model

Ca Above X 7 lakh 47 Lacs Below X4 Lacs
Merceded Sonata/ Skoda/Vectra | Eseem/Aacent/Bolero Zen/Maruti 800/Altd/ Santra/Pdio
Others Others Others
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9. How satisfied areyou (overal) with:
A. Outlook
B. India Today

Very sati fi ed/sati sfied/neutral /di ssatisfied/very dissatisfied

10. “ Stendsfor Trust | @] Standsfor Taste

MARUTI

(a8 What do you think Outlook standsfor?

(b) What do you think India Today standsfor?




Case 3
What does an Employee Want?

Anacademic study was conducted acrossvarious| T companiesto find out the percentage
hikein the compensation (pay package) at which employeesare ready to forgo better
growth and devel opment opportunities. For this, they have devel oped aquestionnaireas
presented bel ow. Go through the questionnaire and answer thefollowing questions:

1. What were the research objectivesand information needs of the study?
2. How would you eva uatethisin termsof fulfilling those objectives?
3. What arethe problemsin the questionnaire? How woul d you suggest correcting
them?
Resear ch Questionnaire

Name:
Working as:

Name of the organization:
E-mail ID:
Dated:

Please fill the following questionnaire:

1. Areyou currently employed inthelT sector?
* Yes
* No
If yes, then continue.

2. Areyou apermanent employee?
* Yes
* No
3. Marital Status
* Sngle
* Married
4. Work experiencetill date
* Lessthan 3months
* 3 months-1 year
e 1-3years
» 3-5years
* Morethan5years
5. Work experienceinthisorganization
Lessthan 3 months
3 months-1 year
1- years
3-5years
Morethan 5years
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Appendix 6. Mark your salary bracket (All figuresarein INR)
* Lessthan 20,000
+ 20,000-30,000
+ 30,001-40,000
» 40,001-50,000
» Above50,000
7. Doyou find sufficient growing opportunitiesin your current organi zation?
* Yes
* No
8. What isyour priority?
» Compensation hike
 Current growth opportunity
9. Does your superior’s view affect your decision of selecting pay hike or growth
opportunities?
* Yes
* No
* Can’tsay

NOTES

10. Pleaserank thefollowing growth opportunitiesasper your priority (Ranks: 1to7)
* Promotion
e Ongite---------------------- (workingabroadat Onsite)
» Traning
» Higher Education (MBA, MS, etc.)
» Switching to abetter company
 Better working environment
» Better assignments

11. What isthe minimum hikein package at which you will be satisfied even when
you are not getting any of the above mentioned growing opportunity?

* 0-5percent

* 6-10per cent

e 11-15percent

* 16-20 per cent

» 21-25percent

* Morethan 25 per cent

12. Ismoney the only factor to continue your current job?
* Yes
* No

13. Atwhat percentage hikein package areyou willing to forego?
(a) Thepromotion opportunity

» 0-5 percent

» 6-10 per cent
* 11-15percent
* 16-20 per cent
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21-25 per cent

25-30 per cent

Morethan 30 per cent

Not willing to forego at any percentage hike

(b) Thetrainingopportunity?

0-5 per cent

6-10 per cent

11-15 per cent

16-20 per cent

21-25 per cent

25-30 per cent

Morethan 30 per cent

Not willing toforego at any percentage hike

(c) Theonsiteopportunity (working at thesite)

0-5 per cent

6-10 per cent

11-15 per cent

16-20 per cent

21-25 per cent

25-30 per cent

Morethan 30 per cent

Not willing toforego at any percentage hike

(d) Higher education opportunity?

0-5 per cent

6-10 per cent

11-15 per cent

16-20 per cent

21-25 per cent

25-30 per cent

Morethan 30 per cent

Not willing to forego at any percentage hike

(e) Company-switching opportunity?

0-5 per cent
6-10 per cent
11-15 per cent
16-20 per cent
21-25 per cent
25-30 per cent
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Appendix » Morethan 30 per cent
» Notwillingtoforego at any percentage hike
(f) Better working-climate opportunity?
NOTES » 0-5percent

* 6-10 per cent

e 11-15percent

* 16-20 per cent

o 21-25per cent

 25-30 per cent

» Morethan 30 per cent

» Notwillingtoforego at any percentage hike
(9) Better assgnment opportunity?

» 0-5 percent

* 6-10 per cent

» 11-15percent

* 16-20 per cent

o 21-25per cent

 25-30 per cent

» Morethan 30 per cent

» Notwillingtoforego at any percentage hike
(h) Workinginthecity of your choice?

* 0-5percent

* 6-10 per cent

* 11-15 percent

* 16-20 per cent

o 21-25 per cent

» 25-30 per cent

» Morethan 30 per cent

» Notwillingtoforego at any percentage hike

14. What do you consider yourself, as per thefollowing:
* Underpad
e Overpad
» Paid asper theindustry standards

15. Pleasemention any other growing opportunity which accordingto youisimportant
but isnot provided by your current organi zation.

16. Any other feedback you would liketo share.
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